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EDITORS’ PREFACE

GENERAL INTRODUCTION
to
BALKAN ANALYTIC FORUM
https://www.f.bg.ac.rs/instituti/baf

Welcome to the inaugural volume of the Balkan Analytic Forum’s 
publication series. I am thrilled to be part of this effort, which seeks to 
nurture scholarly exchange and collaboration within the Balkan region 
and beyond. This volume comprises a selection of contributions around 
the themes of the Balkan Analytic Forum’s inaugural conference series, 
including BAF1: Normativity, and BAF+: Normativity of Art. The essays 
in this volume encapsulate the depth and diversity of analytic philoso-
phy’s approaches to thinking about normativity, while also highlighting 
endeavors to bridge philosophical traditions, providing insights that reso-
nate across philosophical landscapes. Working on this volume has been 
especially meaningful for me as a philosopher at a Sino-American joint 
venture institution with a global orientation. The orientation and mission 
of the Balkan Analytic Forum reflect the kind of rooted globalism that 
animates our work at Duke Kunshan University. The forum appreciates 
the historical and cultural embeddedness of intellectual traditions, while 
also striving to create knowledge and understanding through engagement 
among and across philosophical lineages, enriching the global discourse 
of philosophy. I am thrilled to be involved in this project. I extend my 
heartfelt gratitude to all those who supported the establishment of this 
forum and its inaugural events, and to Dr. Miroslava Trajkovski for her 
trailblazing and steadfast leadership in bringing it all together.

 Emily C. McWilliams

  
The Balkan Analytic Forum aims to bring together experts in analyti-

cal philosophy from the Balkans to exchange their ideas, but it is also open 
to approaches that establish connections between analytical philosophy 
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and other philosophical traditions, as well as to interested experts from 
other parts of the world. The activity of the forum is to establish, through 
conferences and accompanying publications, a platform for discussion 
where scientists from the Balkans, and all those interested in analytical 
philosophy, can meet regularly and present the texts they are currently 
working on and their new publications.

The mission is to carry out basic, applied and developmental research 
in the domain of analytical philosophy; to publish the results of this sci-
entific research and professional work; to include young researchers and 
doctoral students at the Faculty in the implementation in this through 
participation in the programs implemented by the Center; to participate 
in the organization of gatherings, symposiums, professional meetings and 
workshops for the purpose of training researchers in the field of analytical 
philosophy; as well as to cooperate with other institutions in the country 
and abroad, especially with countries from the Balkans. The work of the 
Balkan Analytic Forum has been institutionalized by receiving the sup-
port of the Department of Philosophy, the University of Belgrade, Faculty 
of Philosophy and the Ministry of Science, Technological Development 
and Innovation for organizing the first conference of the Balkan Ana-
lytic Forum: BAF1: Normativity, BAF+: Normativity of Art, which was 
held in three units in the period from October 19 to 29, 2023 (cf. https://
www.f.bg.ac.rs/instituti/baf/publikacije).The organizing committee of the 
conference consisted of: Miroslava Trajkovski (Department of Philosophy, 
Faculty of Philosophy), Monika Jovanović (Department of Philosophy, 
Faculty of Philosophy), Miloš Vuletić (Department of Philosophy, Faculty 
of Philosophy) and Marina Bakalova (Institute of Philosophy and Sociolo-
gy, Bulgarian Academy of Sciences). The Programme Committee included 
Marina Bakalova (Bulgarian Academy of Sciences, Institute of Philosophy 
and Sociology, Bulgaria), Mircea Dumitru (University of Bucharest, Ro-
manian Academy, Romania), Timothy Williamson (University of Oxford, 
New College, United Kingdom), Stathis Psillos (University of Athens, De-
partment of Philosophy & History of Science, Greece), Vladimir Marko 
(Comenius University, Bratislava, Slovakia), Lilia Gurova (New Bulgarian 
University, Department of Cognitive Science and Psychology, Bulgaria), 
Miroslava Trajkovski (University of Belgrade, Department of Philosophy, 
Serbia).

The conference has been supported by: Ministry of Science, Techno-
logical Development and Innovation of the Republic of Serbia, and Uni-
versity of Belgrade – Faculty of Philosophy.

 M. T.
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Vlada Stanković

ROARING BALKANS

One thing for certain cannot be associated with the Balkans: bore-
dom. Nobody can state, for better or worse, that the Balkans are boring. 
Whether we talk about history, politics, identities–national or regional–, 
sport, conspiracy theories and – why not – philosophy, the Balkans al-
ways stand out from the rest of Europe as still somewhat mystical, almost 
mythical and incomprehensible jumble of small nation-states, and regions 
of extremes and opposites.

What does a specialist in the history and culture of the Byzantine and 
post-Byzantine world, the Balkans included, have to say regarding the con-
temporary culture, intellectual and philosophical trends in the Balkans? 
Aside from personal intellectual curiosity, by studying the longest lasting 
European empire, its structure, changes, and impressive legacy of original 
thought, one could better understand contemporary Balkan complexities, 
a unique mixture of traditionalism and modernity buried deep in cultural 
roots of this always interesting and question provoking European region. 
The long and deep traditions of two European world empires, Roman-
Byzantine and Ottoman, undoubtedly left their mark on the mentality of 
the collective Balkans. The traditions of an all-powerful empire, its em-
peror and the overwhelming centripetal power of the empire’s center, one 
of the par excellence world’s capital cities, Constantinople-Istanbul, are 
not only present and felt in the region, but are equally strongly empha-
sized, positively or negatively, in contemporary geopolitics and scholarly 
discourse. Often overstated or misused, this connection with a dominant 
regional power and its mighty center contributed to the creation in the 
Balkans of a slightly odd notion in contemporary Europe of the existence 
of, and even the need for a “higher authority”, which in turn somewhat 
denigrates all those below the highest authority/highest power, be it one’s 
neighbors, ‘strangers’ from another village or region, or members of other 
nations.

For many a reason, therefore, the Balkans are much more than a pen-
insula – the Balkans are Europe’s subcontinent ...
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The bare notion of the Balkans provokes an image of the long-lasting, 
never-changing rivalries and enmities that, supposedly, stretch back at 
least to medieval times, even though it has been demonstrated persua-
sively that the ideological concept of the Balkans is actually the product of 
the 19th century European Orientalizing discourse (M. Mazower, The Bal-
kans. A Short History, New York 2000/2nd ed. London 2005). The modern 
Balkans, which rose from the 19th century national struggles against the 
Ottoman empire, represented an enigma for European thinkers, policy-
makers and adventurers in no small measure because the “young” Bal-
kan nation-states built their aspirations for inclusion into modern Europe 
by looking back to the “glorious” medieval past, except in the case of the 
modern Greek state which based its ideology and identity predominantly 
on the legacy of Antiquity. A double-mirror effect had thus created a pe-
culiar intellectual conundrum: the Balkan nations looked back to the past 
in order to develop modern political and cultural structures, with Euro-
pean ideologists and commentators accepting at face value the Balkan’s 
“fixation on the past”–categorized as incurable backwardness –which was 
then projected back to the Balkans as their unchangeable destiny.

This double trap, in itself a product of a lack of knowledge and in-
tellectual laziness, had real-life consequences for the Balkans. Essentially 
disinterested and impatient with Balkan complexities and intricacies, the 
majority of Europeans did much more than just ‘imagining’ the Balkan 
subcontinent: they tried to differentiate and distance themselves from 
this incomprehensible mosaic of nations, states, cultures and beliefs, even 
though the Balkans’ obsession with the past was but a reflection of the 
broader European ideologization of national pasts (M. Todorova, Imagin-
ing the Balkans, New York–Oxford 1997; P. Geary, The Myth of Nation. 
The Medieval Origins of Europe, Princeton 2001). This vicious circle of 
non-communication and misunderstandings created an image of the Bal-
kans as a second-rate Europe, and shaped preconceptions that were re-
asserted every time when the seemingly unending flow of evidence of 
Balkan backwardness was broadcasted to the ‘world’. In other words, the 
judgments on the Balkans have been laid down, and only new examples 
could be piled up to additionally confirm it.

One aspect of the staying power of the misconceptions about the Bal-
kans is best expressed by Mark Mazower: ‘On the lookout for evidence of 
Balkan bloodthirstiness, however, Western observers have often mistaken 
the myths spun by nineteenth-century romantic nationalists for eternal 
truths’ (Mazower, The Balkans 2005, p. 133). The double mirror duped 
the beholders from both its sides –the Balkans itself and the ‘Western-
ers’ which naively fell in the trap of believing in ‘centuries-old “ancestral 
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hatred”‘, mistakenly surmising that their ‘world’ had become immune to 
any ‘historical’ disputes (T. G. Ash, Free World. America, Europe and the 
Surprising Future of the West, New York 2004, p. 133).

The story of the Balkans is, therefore, in many ways one of the lessons 
not learned, equally by the peoples from the Balkan subcontinent and the 
‘others’. It is also the story of quickly forgetting honest people, positive 
examples, and valuable ideas, thoughts, and concepts, and focusing on the 
median, the negative and the bad –the story, in short, of easily giving up 
on the former and accepting the inevitability of the latter. But the Balkans 
are no more negative or backward than any other region, quite the op-
posite.

To use the specific, strong, roaring dynamics of the Balkans positively 
is one of the major aspirations of all intellectual endeavors. ‘For, the Bal-
kans are the world in microcosm. All the elements of discord, all the ele-
ments of harmony, exist in the Balkans in a simplified and highly concen-
trated form. Solve the problem of the Balkans and you will have solved the 
problem of Europe’. (L. White, The Long Balkan Night, New York 1944, p. 
450).
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Miroslava Trajkovski

INTRODUCTION: NORMATIVITY AND 
NORMATIVITY OF ART

NORMATIVITY

1. Normativity and Explanations
Damir Smiljanić in “On the Distinction between Descriptive and Pre-

scriptive Metaphilosophy” considers the issue of the norms related to phil-
osophical explanations. In particular, the author examines the question of 
what attitude philosophy has in relation to itself. This topic occupies the at-
tention of a significant number of contemporary philosophers. A detailed 
treatment of this problem is found, for example, in Timothy Williamson’s 
book The Philosophy of Philosophy (2007), as well as, Smiljanić notes, in 
Richard Raatzsch’s book of the same name Philosophiephilosophie (2000). 
However, Smiljanić does not take philosophy of philosophy as the subject 
of his discussion, but metaphilosophy. If we understand the qualification 
“meta” as Alfred Tarski understands the relationship between metatheory 
and object theory (such that the former is a theory about the latter), then 
the term “metaphilosophy” means “a theory about philosophy.” Although 
these two phrases can be taken as synonymous in many contexts, with 
regard to the question Smiljanić is considering, they are not. Let us stress 
that the phrase “philosophy of philosophy” already implies that reflection 
on philosophy is self-reflection within the discipline of philosophy. In his 
paper Smiljanić deals with the question of whether this reflection requires 
a special discipline, so, that the term metaphilosophy is more appropriate 
for it does not prejudge an answer. Smiljanić looks for the answer to the 
question in the conceptual framework that Nicholas Rescher sets up in 
his works. Within the analytical tradition, the examination of the nature, 
status and method of philosophy was particularly emphasized by philoso-
phers of the Vienna Circle and the Berlin Group. Hence, it is relevant to 
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note that Rescher classified himself as part of the third generation of the 
Berlin Circle (cf. “The Berlin School of Logical Empiricism and its Lega-
cy,” Erkenntnis 64 (3), 2006). Smiljanić analyzes Rescher’s views on met-
aphilosophy from a number of different angles. He especially considers 
the distinction Rescher draws between descriptive and prescriptive met-
aphilosophy. The former involves a historical presentation of philosophy, 
while the latter concerns the question of what a valid philosophy should 
be. Let us note that according to this distinction, the history of philosophy 
does not belong to philosophy, but to metaphilosophy, which should lead 
us to a wider reflection on the attitude of analytical philosophy towards 
historicity in general. Smiljanić defends the disciplinary autonomy of the 
metaphilosophy. Moving from here to Thodoris Dimitrakos’ paper where 
he defends the autonomy of normative explanations by historicizing the 
notion of second nature, we are reminded of Richard Rorty who says that 
historicist and metaphilosophical self-consciousness, is the best precau-
tion against barren scholasticism (“Analytic and Conversational Philoso-
phy”, The Rorty Reader, Wiley – Blackwell, p. 203).

Thodoris Dimitrakos in “Historicizing Second Nature: The Conse-
quences for the Is/Ought Gap” deals with the issue of the status of nor-
mative explanations through the analysis of the dispute between scientific 
naturalists and normativists. The former take it that normative explana-
tions are reducible to empirical-scientific explanations, while the latter 
claim that normative explanations are genuine. In his analyses, Dimitra-
kos takes into account the connection between McDowell’s understanding 
of autonomy and the content of this concept in the framework of German 
idealism.

The account given by the author “is naturalistic insofar as it leaves 
nothing ‘beyond the reach’ of scientific understanding and presents scien-
tific explanations as constitutive of the space of reasons. It is also liberal 
in the sense that it rejects the eliminability of normative vocabulary and 
retains the genuineness of normative explanations.” (p. 64) Dimitrakos ex-
plains how rationality is not a power outside of nature but a capacity to 
take control of our lives by understanding how the causal goings-on work” 
(p. 64), he defends the autonomy of the space of reasons arguing that “the 
layout of the space of reasons is historically changeable.” (p. 65) The author 
questions the strength of John McDowell’s response, particularly aiming 
to “scrutinize John McDowell’s attempt to defend the genuineness of nor-
mative explanations by adopting the notion of second nature.” (p. 51) In 
general, second nature is an acquired nature, while first nature is the one 
we were born with. However, in different considerations, the term itself 
receives additional specifications. Dimitrakos carefully examines the func-
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tion that the old Aristotelian notion of second nature has in McDowell’s 
arguments in support of his thesis that “whatever is law-governed is part 
of first nature while the rest of nature consists of events belonging to the 
domain of second nature”. The author underlines the problems of this the-
sis, but also those related to its revision, which McDowell later presents.

It is relevant to remind the readers that the concept of second nature 
explicitly enters into the definition of knowledge how given by Gilbert Ryle 
in his ground-breaking book The Concept of Mind (1949). It is therefore 
puzzling that McDowell in his famous book Mind and World (1994) not 
only overlooks this, but emphasizes in several places that this historically 
valuable concept is, in philosophy of his time, quite forgotten.

Finally, Dimitrakos considers Hume’s law according to which one can-
not derive ought-statements from is-statements. Contrary to that Dimitra-
kos believes that “the gap between is-statement and ought-statement is not 
completely unbridgeable”. In this context, Anselm’s credo that “something 
is true when it is as it ought to be” João Carlos Salles reminds us of, is a 
good introduction to Salles’ paper.

2. Normativity and Knowledge
João Carlos Salles in “Ernest Sosa’s Telic Virtue Epistemology” deals 

with telic normativity as something which is normally inherent to human 
performances, because they are goal oriented and valued accordingly. The 
specificity of Sosa’s theory of general human performances, as Salles indi-
cates, is that it “reiterates essential traits of a normative perspective when 
applied to knowledge.” (p. 78)

The author analyzes Ernest Sosa’s model (given in Epistemic Expla-
nations: A Theory of Telic Normativity and What It Explains, 2021) for 
evaluating epistemic performances, based on epistemic modalities such as 
“sensitivity,” “safety,” and “security.” The analysis is given in the context of 
Timothy Williamson’s objection to Edmund Gettier’s critique of the tradi-
tional definition of knowledge (K) as justified true belief (JTB). The au-
thor notes that the Gettier problem was what attracted Sosa to epistemol-
ogy, and underlines how inspite “the strong influence of Williamson, with 
his formula of great rhetorical appeal (knowledge first!), the program re-
mains alive, although now more for its stability than for its effervescence.” 
(p. 77) However, Salles argues that “Williamson would only be right if our 
task were to look for definitions in the form of necessary bicondition-
als.” (p. 77) Salles’ opinion is that an interesting philosophical analysis of 
knowledge has a different form; one is given by Sosa in his unpublished 
manuscript which the author quotes:
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“K is present, when it is, in virtue of, or grounded in, JTB. Or: Always, 
when JTB is present, then K is thereby present. And, moreover, when K is 
present, that is because JTB is present.”

So, as a response to Williamson’s claim (from Knowledge and its Lim-
its) that knowledge is not analyzable, the difference between mere analysis 
and philosophical explanation is stressed.

Salles concludes that “Sosa’s current reflection, which seeks to ana-
lyze the components of a foundation in primary conditions for knowl-
edge, reiterates the normative features of his all-encompassing perspective 
while taking a new step in his epistemology of virtues – now extended, 
improved, and ready to become a Dawning Light Epistemology, which 
will soon entirely deserve our attention.”

Timur Cengiz Uçan in “Machines and Us: The Comparison of Ma-
chines and Humans at the Test of the Problematic of Solipsism” does not 
address the issue of normativity directly, but rather approaches it through 
considerations of solipsism. I would call the approach to the question 
of normativity that Uçan takes Austinian, in his examination of excus-
es Austin observes that “so often, the abnormal will throw light on the 
normal”(“A Plea for Excuses”, Proceedings of the Aristotelian Society, New 
Series, Vol. 57 (1956 – 1957), p.6). And indeed, as Uçan quotes from the 
classic work of C. I. Lewis Mind and the World Order (1929), solipsism 
annihilates. There are two relevant quotes from Lewis’s “Experience and 
Meaning” (1934) that Uçan takes as a starting point. One is: “Descartes 
conceived that the lower animals are a kind of automata; and the mon-
strous supposition that other humans are merely robots would have mean-
ing if there should ever be a consistent solipsist to make it.” The other 
is: “A robot could have a toothache, in the sense of having a swollen jaw 
and exhibiting all the appropriate behavior; but there would be no pain 
connected with it. The question of metaphysical solipsism is the question 
whether there is any pain connected with your observed behavior indicat-
ing toothache.”

Uçan explores, with the help of C. I. Lewis, Alan Turing and Lud-
wig Wittgenstein, the limits of the comparison between humans and 
machines. Specifically, he argues that “Turing achieved, under a descrip-
tion, in ‘Computing Machinery and Intelligence’, exactly that which Lewis 
argued against.” Uçan analyzes how Turing’s results lead to a change in 
understanding consciousness, which implied a different understanding of 
solipsism. He draws attention to the fact that even if it is accepted that 
machines can think and have emotions, the question can be raised wheth-
er they feel thoughts and emotions in the same way as we do. Finally, 
Uçan makes valuable comparisons between Wittgenstein’s thinking about 



Introduction: Normativity and Normativity of Art | 21

pain and Lewis’s, especially in connection with the following paragraph of 
Wittgenstein’s Philosophical Investigations (1953):

“But can’t I imagine that the people around me are automata, lack 
consciousness, even though they behave in the same way as usual? — If I 
imagine it now—alone in my room—I see people with fixed looks (as in 
a trance) going about their business—the idea is perhaps a little uncanny. 
But just try to keep hold of this idea in the midst of your ordinary inter-
course with others, in the street, say! Say to yourself, for example: ‘The 
children over there are mere automata; all their liveliness is mere automa-
tism.’ And you will either find these words becoming quite meaningless, 
or you will produce in yourself some kind of uncanny feeling, or some-
thing of the sort.” (§420)

There is a famous observation made by Richard Gale in the book Di-
vided Self of William James (Cambridge University Press, 2007), he says 
that one “gets the feeling that Wittgenstein wrote his Philosophical Inves-
tigations with an open copy of The Principles of Psychology before him, 
especially the chapter on “The Stream of Thought”.” (p.165) The paper of 
Timur Cengiz Uçan makes one think that Wittgenstein was equally in-
spired by James’s student C. I. Lewis.

3. Normativity and Collective Intentionality
Vasiliki Xiromeriti in her rich paper “Collective Deliberation in 

Epistemic Groups: Lessons from Deliberative Democracy” deals with the 
question how collective views are deliberately shaped by epistemic collab-
orations aiming at joint actions. The author relies on Michael Bratman’s 
account of shared intentionality and shared agency, particularly exposed 
in his book Shared Agency: A Planning Theory of Acting Together (2014). 
Xiromeriti accepts that “shared intentions should not be understood as 
attitudes in individual minds (i.e., ‘I intend to do my part in our shared 
action’), nor as attitudes belonging to a collective super-mind – for such a 
mind does not exist. Rather, a shared intention is a network of appropri-
ately interconnected individual intentions.” (p. 132) Deliberative democ-
racy, as the author notes, is discussed as a theory of political justification, 
but, she thinks, the normative role of deliberation in genuinely epistemic 
contexts is underexplored. Xiromeriti rightly observes that “if epistemic 
questions can have more than one permissible solutions and cannot be 
tracked by appealing to some overriding principle (e.g., evidence), they 
need to be settled through argumentative interaction.” (p. 131)

The account the author proposes is described as dialectical and based 
on Bratman’s analysis of shared intentional action which has the following 
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two advantages: “First, Bratman’s account makes the fewest possible nor-
mative assumptions on the ground level of explanation. For shared inten-
tional action to be possible, it is not required that there is a strong institu-
tional background or, more generally, a consensual evaluative or cognitive 
background among participants. Thus, it makes it possible to consider 
collaboration even in contexts where substantial disagreement prevails – 
in interdisciplinary groups, for example. Secondly, Bratman does not take 
shared intentions as given but addresses the process by which they come 
to be developed. Individuals may have a plan of acting together, but this 
plan needs to be ‘filled in’ through reasoning on the part of the members 
of the group.” (p. 132)

Xiromeriti considers the role of collective deliberation in epistemic 
collaborations focusing on the question of group epistemic justification 
and underlines that for successful epistemic collaboration, it is important 
to have well defined rules and processes that govern deliberation, since 
“the norms are vital for ensuring a fair, inclusive, and rational discourse 
among members.” (p. 142) The author concludes by explaining that her 
paper “contributes to a deeper understanding of how collaborative in-
teractions shape knowledge production in interdisciplinary settings and 
enriches discussions on the intricate processes involved in collaborative 
knowledge creation.” (p. 146)

Ognjen Milivojević in his paper “Searle and the creation of social 
norm” deals with John Searle’s account (given in The Making of Social 
World: The Structure of Human Civilization, 2010) of institutional social 
reality which is characterized by collective intentionality. Instead of “insti-
tutional social reality” the author uses the phrase “normed social reality”. 
By normed social reality Milivojević understands “a network of assigned 
status functions connected in the two basic ways as described above, by 
stacking status functions on top of each other or by horizontally assign-
ing multiple status functions to the same object, where the original nodes 
in the network are natural objects,”(p. 156) simply “a normed social real-
ity is a network of social norms.” (p. 156) Searle argues that social norms 
are created through speech acts which are status function declarations 
(i.e. a system of rights and obligations). Through these acts the reality 
is both represented and changed. Namely, Searle claims that the speech 
acts constitutive of social norms have a double direction of fit. In the text, 
Milivojević discusses the argument that Arto Laitinen in “Against repre-
sentations with two directions of fit” (2014) gives against this thesis.

In particular, Laitinen claims that the notion of the double direction 
of fit is inconsistent since it leads to a vicious regress. As the historical 
roots of the idea of double fitting, Milivojević cites G.E.M. Anscombe’s 
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Intention (1957), while the term itself was coined by John Austin in “How 
to Talk-Some Simple Ways” (1953), but I would suggest that the origin of 
this idea can perhaps be found in John Dewy in his Logic (1939), in the 
chapters on the matrices of inquiry.

The author agrees with Laitinen’s criticism but notes that Laitinen 
gives only a negative reaction to Searle’s thesis and does not present an 
alternative thesis to Searle’s. Hence, Milivojević develops a concrete al-
ternative and proposes the speech act without a double direction of fit. 
He starts with the question how our experience of normative life is estab-
lished by speech acts. In a typical social activity, Milivojević distinguishes 
the following two features of normed social reality, which he terms Moti-
vation and Expectation: “subjects are motivated to act in accordance with 
social norms, and subjects predict or expect that others will follow the 
same social rules as they do.” (p. 159)

Further, Milivojević introduces the law of collective action as follows: 
individuals associate with each other performing a collective action, if and 
only if everyone makes a net gain in their well-being from association. 
(p. 160)

Finally, the author gives his original definition of the speech act that 
creates social norms as “a collective statement of preferred normed collec-
tive action. Its form is: we claim that each of us derives the maximum pos-
sible welfare by counting X as Y in an environment C and we believe that 
this is common knowledge.” (p. 160) Given that social phenomena include 
collective intentionality, Milivojević concludes that “a normed social real-
ity is a system of intentions to hold certain Xs, originally natural objects, 
as Ys in contexts C, a system based on a shared belief system about which 
status functions to assign to certain, originally natural objects, in order to 
achieve a maximally beneficial outcome for each agent.” (p. 162)

4. Normativity and Logic
Aleksandra Vučković in “Normativity and Truth in Naturalized Epis-

temology” reflects on the notion of truth implied by W.O. Quine’s natural-
ized epistemology. The author argues that “there is a sense of normativity 
in Quine’s naturalized epistemology, but only insofar as we are willing to 
accept his imperfect notion of the truth”. (p. 167) This text is included in 
the section “Normativity and Logic” and not in the section “Normativity 
and Knowledge” for the following reasons. First, Quine’s naturalized epis-
temology is not a normative discipline, but an empirical one, so the author 
focuses on the issue of the notion of truth in this framework. Second, truth 
is supposed to be a normative notion. As to the former,Vučković notes 
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that “Quine was reluctant to accept the absence of normativity, possibly 
out of fear that it would leave his epistemology hollow,” (p. 169) in relation 
to this, she quotes Quine who in his “Reply to Morton White” (1986) says 
that normative epistemology is the technology of truth-seeking.

Hence the author poses the question: “Do we agree that there is nor-
mativity in naturalized epistemology? And if we do, where do we seek the 
source of this normativity?” (p. 169)

Vučković discusses some of the solutions to Quine’s problem of nor-
mativity. For example, one solution consists in accepting natural science 
as the source of epistemic norms. Vučković asks another question: “Can 
we agree with the Quinean notion of continuity between natural science 
and epistemology and still believe some purely epistemological questions 
exist and require its unique type of approach and source of normativity?” 
(p. 173)

The author considers the distinction between zero, medium and high 
normativity claims. The zero normativity claims assume no normativ-
ity. In this context Vučković cites Jaegwon Kim’s and Hilary Kornblith’s 
criticisms of Quine. Paul Roth argues against it, embracing instead me-
dium normativity, i.e. the claim that there is a weak kind of normativity 
in naturalized epistemology, and the high normativity claim (defended by 
Richard Foley) that there are norms in naturalized epistemology. Vučković 
notes that the high normativity claim is “inseparable from the idea that 
the pursuit of truth is the main quest of the philosophical and scientific 
enterprise”. (p. 175) Hence, the author discusses Hilary Putnam’s evalu-
ation (given in “Why Reason Can’t be Naturalized” (1982)) of Quine’s 
enterprise according to which “the main problem behind Quine’s loyalty 
to the pursuit of truth lies in the disbalance between how he interprets 
the notion of truth as opposed to the other concepts of a similar onto-
logical background”. (p. 176) Summarizing Putnam’s argument Vučković 
concludes: “the truly naturalist notion of truth would entail nothing more 
than a semantic device that allows switching from one linguistic level to 
another.” (p. 176) Finally, such a notion of truth the author very explicitly 
qualifies as imperfect.

Miroslava Trajkovski in “Normativity, validity and semiotic impli-
cation” introduces a non-standard implication and terms it semiotic im-
plication. The author argues that semiotic implication is an important 
interpretative tool and stresses some of its formal characteristics which 
differentiate it from standard implication, hence the sign “÷” for it is in-
troduced. The implication is written as: (x)(P(x)÷Q(x)) and is read as: P 
is an index of Q, for any P and Q, and Q is an icon of P, for Q different 
from P. The semiotic implication is linked to semiotic validity which calls 
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into question its compliance with the norm. In particular, there are at least 
three deviations in connection with semiotic implication: deductive va-
lidity is defined through an index; the enthymeme might be taken as a 
category of natural reasoning and abductive validity is defined through 
an icon. However, it is argued that these deviations are not necessary. For-
mal features of semiotic implication are non-reflexivity, transitivity and it 
contraposes. Peirce’s idea that different arguments correspond to different 
signs is accepted but an error in Peirce’s argumentation is pointed out. It is 
argued that the sign should be sought in the major premise.

Aristotle talked about signs in the context of enthymemes, so the rela-
tionship between semiotic implication and enthymeme is considered. Alan 
Ross Anderson & Nuel D. Belnap, in their paper “Enthymemes”, claim that 
intuitionistic implication is enthymematic, it is presented that the semiotic 
implication is enthymematic in a way complementary to the intuitionistic 
one: when the major premise in the syllogism is an intuitionistic implica-
tion, the minor one is not necessary, while if the semiotic implication is 
the major premise, then the minor premise is not necessary.

The formal importance of the semiotic implication is reflected in the 
fact that it enables writing in the object language that, for example, milk is 
an index of pregnancy, or that a human is an index of an animal, while an 
animal is an icon for a human being. Qualities are semiotically related to 
other qualities, for example, smoke is a sign of fire. In the paper a starting 
point is a pragmatic understanding of attributing to a cognitive subject 
that s/he has the concept X. If this is the case then the subject must con-
nect this concept with at least one other concept which either implies X 
or is implied by X. Hence, the subject who claims “X(t)” must at least, for 
some Y and Z, have an understanding of either “(x)(Y(x)X(x))” or “(x)
(X(x) Z(x))”.

NORMATIVITY OF ART

1. Art Works and Cognition
Ted Kinnaman in “Normativity in Art in Kant’s Aesthetics”puts for-

ward an intriguing thesis that Immanuel Kant “might accept the ‘death 
of the artist,’ because rational agency plays no role in explaining a work’s 
success, that is, its beauty.” (p. 207) The author defends this claim by jux-
taposing the following theses from Kant: “beauty is a type of cognition”, 
“beautiful art is an art to the extent that it seems at the same time to be 
nature” and “beautiful art is art of genius.” Kinnaman places these in the 
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context of evaluating some works of art that marked the conceptual art 
in general of the 20th century. As examples Kinnaman takes Marcel Du-
champ’s Fountain, John Cage’s Music for Change, surrealists’ game Exqui-
site Corpse, Jasper Johns’ Flag, and Jackson Pollock’s drip paintings. The 
author demonstrates that Kant’s theory of beauty given in the Critique of 
the Power of Judgment, if understood correctly, illuminates art in our time, 
while as a central problem of this theory, he sees the reconciliation of sub-
jective and objective dimensions of taste. In particular, we have an appar-
ently tolerant credo “De gustibus non est disputandum,” on the one hand, 
but we have the expectation that others agree with our taste, on the other. 
The tension between the two is crucial for the issue of aesthetic normativ-
ity, and Kant’s solution, as Kinnaman understands it, is to borrow the nor-
mativity of taste from the critical account of cognition, since in both kinds 
of judgement, cognitive and of taste, we expect others to agree with our 
judgement. (p. 200) Kinnaman reminds us of Kant’s telling that nothing 
“can be universally communicated except cognition, and representation so 
far as it belongs to cognition.” (p. 200)

In order to examine what cognition in general is for Kant, Kinnaman 
turns to the Critique of Pure Reason, claiming that “[t]he problem of the 
normativity of taste in the Critique of Judgment has its roots in the center 
of Kant’s critical project.” (p. 200) On Kinnaman’s reading, “cognition in 
general” refers to “the goal of systematizing empirical cognition”. (p. 202) 
Hence, the author takes it that for Kant the beauty in art as in nature is 
the suitability of its object for integration into a system of empirical cogni-
tion. (p. 205) Kinnaman underlines that “[t]he role of the beautiful object 
in Kant’s account is important because it is what makes beauty normative: 
Kant assumes throughout his critical writings that our goal in cognition is 
to get the world right, that is, to represent it accurately.” (p. 206)

In the end, let’s ask ourselves if artistic archetypes are so deep in us 
that individual philosophical insights (like Kant’s) centuries precede the 
realization of a work of art that we judge (see) as beautiful.

Isidora Novaković in “Philosophical Value of Literature: Machiavelli 
and Shakespeare” deals with the question of whether art has, in addition 
to an aesthetic dimension, a cognitive one. The author enters into the de-
bate between aesthetic cognitivists and aesthetic non-cognitivists, aiming 
to show “that philosophy and literature can talk about the same signifi-
cant truths, e.g. about human nature, motivation and ambition”. (p. 211) 
Novaković analyses how William Shakespeare’s work can help us to bet-
ter understand the concept of virtue and in this context provides impor-
tant information about the history and etymology of this term. The au-
thor compares the method of argumentation using thought experiments, 
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which she sees as indispensable means of philosophical analysis, with the 
content of literary works. One can only agree with her words “Literature 
is a thought experiment, and thus has a cognitive function. Truth finds its 
place in literature, at least in the sense that fiction takes some elements 
from the real world, so it can teach us, say, history and geography.” (p. 226)

The work of Iris Murdoch is cited in support of such an attitude. As 
an important theorist in this field Dorothy Walsh and Christoph Baum-
berger are mentioned. Walsh, in addition to knowledge that and knowledge 
how, considers knowledge what it is like. Baumberger takes that in the case 
of the knowledge we get from literature, it is a special kind that differs 
from what we normally call knowledge. The author compares Shakespeare 
and Niccolò Machiavelli asking “whether Shakespeare’s texts can offer us 
a basis for normative claims about Machiavelli’s ideas. Does Shakespeare 
provide us with a set of norms and rules for the (right) interpretation of 
Machiavelli’s texts?” (p. 211) Novaković focuses on the idea of fortune in 
both authors and finds similarities. She reminds us that the external and 
independent of force fortune is one of the key notions of Machiavelli’s po-
litical philosophy standing in the beginning of every political action. In 
her analyses, Novaković relies on the analysis of political philosophy in 
Shakespeare’s plays, given by Kosta Čavoški. The author concludes: “The 
influence of fortune and virtù together is best seen in the examples of con-
spiracies, which both Machiavelli and Shakespeare especially scrutinize as 
the greatest threat to the ruler. And aside from all of that, both writers are 
very humorous and sharp, although not at all radical, which is indicated 
by their use of irony. Irony in their works can also be interpreted in a 
strictly political sense when we try to discover their own personal stances. 
The interpretation of the nature of men lies in the centre of their politi-
cal stances and here they finally diverge. All of these topics provide us 
with a framework in which we can interpret the words of one more easily 
through the words of the other, primarily Machiavelli’s through Shake-
speare’s examples.” (p. 227)

2. Art Works and Collective Intentionality
Milan Popadić in “Can a Monument be Bad? Normativity and Com-

memorative Values in Public Space” considers the relationship between 
different aspects of evaluating monuments, particularly the transforma-
tions of their commemorative function in public space. The author starts 
from defining a monument as “an entity (sculpture, building, landmark...) 
erected (or recognized) as a sign of memory of a person or event.” (p. 231) 
Put simply “a monument is a physical structure that has the property of 
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commemoration; commemorativeness is a permanent property of a mon-
ument; commemorative values during the lifetime of the monument are 
variable. For example, a memorial dedicated to an army general can at one 
moment be a monument to a liberator, at another a monument to a con-
queror.” (p. 234) The author relies on the differentiation and interweaving 
between private, public and cultural commemorative values that create the 
current modes of recognition of the monument.

Historical changes bring differences in the evaluation of monuments 
in public space. In this sense, the fall of the Berlin Wall brought changes 
in a large part of Europe. Popadić notes that the status of the Berlin Wall 
itself has changed, it was not erected as a monument, but it has been pre-
served as a monument, it is a non-intentional monument. On the other 
hand, monuments erected in memory of somebody or something are 
called intentional monuments. Popadić particularly compares two inten-
tional Belgrade monuments: The Victor made by Ivan Meštrović and the 
monument to Stefan Nemanja made by Alexander Rukavishnikov.

The former is “a standing bronze male figure in the nude with sym-
bols of peace and war (a falcon in the left hand and a lowered sword in 
the right), commemorating Serbia’s victory over the Ottoman and Aus-
tro-Hungarian empires during the Balkan Wars and the First World War.” 
(p.  237) The latter “is dedicated to the medieval ruler of Serbia, Stefan 
Nemanja (c. 1113–1199), the founder of the Nemanjić dynasty (who ruled 
between 1166 and 1371). The monument has a very complex pedestal: on 
the scepter of Saint Sava (the first Serbian archbishop and the youngest 
son of Stefan Nemanja), there is a broken Byzantine helmet; on the inside 
of the helmet are scenes from the life of Stefan Nemanja.” (p. 238) Popadić 
takes it that “compared to the monument to Stefan Nemanja, ‘The Victor’ 
seems as a textbook example how a monument should look like and how 
should be placed.” (p. 239) But of the monument to Stefan Nemanja the 
author gives a very insightful assessment, when he says that it is “liter-
ally in a depression (in terms of urban morphology), It seems that nothing 
testifies so clearly and directly as this depressed monument does to our 
confusion about values of the past mean in the present times, about the 
replacement of the idea of historical meaning by mere material grandeur, 
about the substitution of eloquence by the accumulation of content, about 
the swap of cultural and national development by political authoritarian-
ism...” (p. 240)

Ivan Popov in “When is art interactive?” considers the contemporary 
Bulgarian art scene which is, according to him, dominated by discussions 
about interactivity. He states that after 1990 there was a change in the at-
titude towards art in Bulgarian society. It is clear that the fall of the Berlin 
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Wall was a turning point, after which it was possible for Bulgarian society 
as a whole to get involved in the trends of breaking with the tradition 
of placing the observer outside of the artwork. The author expresses the 
opinion that this process is related to “the reception of Martin Heidegger’s 
philosophical project of overturning the subject-object dualism.” (p. 249) 
Popov states that discussions about interactivity dominate the Bulgarian 
art scene. Hence, he analyzes the very concept of interactive art, providing 
at the same time “a critical reconstruction of the opposition between the 
eye and the body.” (p. 247)

Popov observes the problem of interactivity from the perspective 
of the history of ideas and philosophy and introduces us to the relevant 
literature and viewpoints. He refers particularly to Martin Heidegger’s 
“critique of metaphysics overcomes the subject-object divide, declaring 
untenable the claim that the self constitutes a kind of tabula rasa, which 
discovers the external world only in its encounter with it.” (pp. 248–249) 
The main question that Popov considers is whether interactive art consti-
tutes a separate category.

The text draws attention to the viewpoints according to which the 
term “interactive art” is itself problematic, and demands that it be more 
precisely defined. For example, Dominic McIver Lopes proposes to de-
fine it as “the audience-induced change in the structure of the work’s so-
called vehicle (be it a narrative, a visual image, a musical structure, etc.).” 
(p. 252) Shelby Moser, on the other hand, searches for the criteria “with 
the help of which artistic interactivity can become an operative category 
which could be implemented in our commerce with art.” (p. 252) How-
ever, Popov stresses that “both authors speak of interactivity in terms of 
the modification of the medium of the artwork, but not the effect this pro-
cess has on the physical state of the viewer (i.e. the interactor). Provoking 
a bodily reaction on the side of the audience can certainly be an element 
of the overall conception of the particular work, but obviously does play a 
minor role in the philosophical analysis of the notion of artistic interactiv-
ity.” (p. 252)

Together with the author, we can ask what social reasons lead to the 
erasure of the border between the work of art and the viewer. Does in-
teractivity give the artist a causal role and take away the teleological one? 
Given that for decades, curators have been signing themselves as the au-
thors of art exhibitions, with the introduction of interactivity, we can won-
der are we entering a post-author phase, a kind of a slippery slope, the end 
result of which is that the author is not an author?
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Abstract: The author discusses the role of metaphilosophy, which is primarily 
concerned with the nature of philosophical thinking. When dealing with this top-
ic, Nicholas Rescher’s division of metaphilosophy into descriptive and prescrip-
tive will be important, as it reinforces the self-sufficiency of this discipline’s tasks. 
While descriptive metaphilosophy investigates what (historically) counts as phi-
losophy, prescriptive metaphilosophy asks what valid philosophy should be. Thus, 
one studies the factual situation (e.g. in history of philosophy) and the other tries 
to determine the value criteria for specific philosophical positions (in which case 
a position is valid, what makes an argument better than the other, etc.). I will 
consider the question of whether it is possible for metaphilosophy to be guid-
ed by cognitive values without losing its descriptive character. Perhaps precisely 
“positional neutrality” (in the sense that the metaphilosopher does not favor a 
particular philosophical position) is the key value, although its acceptance makes 
the relationship between philosophy and metaphilosophy even more debatable: 
Is metaphilosophy just a part of philosophy or a discipline sui generis with a dis-
tance to philosophy? Is it a useful tool for the philosopher or is it redundant? The 
author will try to defend the disciplinary autonomy of the metaphilosophical ap-
proach.

Keywords: metaphilosophy, descriptive/prescriptive, cognitive values, positional 
neutrality, Nicholas Rescher.

1. Why Metaphilosophy?

Although the term ‘metaphilosophy’ has been used for eighty years, 
it has not yet established itself in contemporary philosophical discourse. 
What could be the main reason for its non-acceptance by members of 
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the philosophical community? Maybe the conviction of philosophers 
that they are capable enough to reflect on their own opinion and that it 
is not necessary to “delegate” this self-reflection to some artificial “meta-
discipline”. This kind of self-thematization found its expression both in 
the speculative tradition (as “thinking about thinking”) and in the logi-
cal one (the use of “object-language” and “meta-language”). What is the 
point of a discipline solely dealing with philosophy? Is it not enough to 
rely on the history of philosophy? Does this established discipline not tell 
us clearly enough what philosophy is and in what forms it appears? The 
main problem is precisely whether philosophers can be impartial enough 
when speaking about their own theories as well as whether historians of 
philosophy can convincingly present the aporetic character of philosophy 
and explain the meaning of deep divisions and debates in its field. Perhaps 
metaphilosophy is still able to reveal some aspects of philosophy that usu-
ally escape its self-reflection.

If philosophers would see the essence of their work clearly enough, 
metaphilosophy would probably not be needed. What is it that prevents 
philosophers from adequately presenting what qualifies philosophy as 
a special way of thinking and speaking about the world? I would say 
that the main barrier is the limitation of their worldview orientation, the 
fact that in discussions they take and defend a specific position. Many 
philosophers are highly convinced of the correctness of their own argu-
ments from the start. Thus, they are so occupied with defending their 
own position that they are not interested in the potential strengths of 
opposing positions (in the form of convincing arguments etc.). How-
ever, it is precisely this – the course of discussion in case of opposing 
positions, the way one’s own position is presented and the exchange of 
arguments – that should be of interest to a discipline such as metaphi-
losophy. For descriptive metaphilosophy, it is not primarily important 
which of the positions is “right” but how to properly establish commu-
nication between advocates of opposing positions as an issue of its own.1 
Obviously, the problem of differentiating between philosophy and met-
aphilosophy is quite complicated. At this point, we would already like to 

1 However, if we regard metaphilosophy as a prescriptive discipline, it will adhere to 
the pretension of philosophy to identify the “stronger” argument in the discussion 
of a problem and offer one of its proposed solutions as “appropriate”. Such a 
metaphilosophy can “serve” a particular philosophical standpoint. (Exactly this 
is the case with Nicholas Rescher, who, although advocating the independence of 
metaphilosophical thinking, prioritizes the position of pragmatic idealism in the 
philosophical discussion.)
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emphasize that no insurmountable gap should be created between the 
two – it is possible to argue for two completely different interpretations: 
both that metaphilosophy is part of philosophy and that it takes place on 
a completely different level of thought.

The distinction between philosophy and metaphilosophy seems 
quite different from the distinction between object-oriented disciplines 
within philosophy, for example ontology and epistemology or ethics and 
aesthetics. In this case, the difference does not only concern the na-
ture of the subject being investigated, but also the researcher’s attitude 
towards the subject. A philosopher asserts a certain thesis in order to 
solve a problem and defends it with arguments against the objections 
of other philosophers or (s)he disputes the thesis of his (her) opponent, 
again via arguments. On the other hand, the metaphilosopher does not 
intend to solve philosophical problems;2 (s)he rather describes the way 
in which philosophers present and defend their theses in discussions, 
without prioritizing one philosophical position over the other – from 
a structural point of view, all philosophical positions are equal. A phi-
losopher evaluates the answers to philosophical questions, while a met-
aphilosopher merely states them without evaluation. The key difference 
between philosophy and metaphilosophy seems to be the involvement 
of values in the theorizing process – philosophers are guided by certain 
values when researching their subject, which then has an impact on the 
structure of their theories as well as on their relationship to other posi-
tions. Most philosophers would agree with this, and probably consider 
the pursuit of truth a core value. An idealist and a materialist base their 
arguments on different evaluative assumptions – that is the reason why 
their approaches to problems and the theses they represent in discus-
sions differ.3 Therefore, metaphilosophy must devote its attention to the 
underlying values of philosophical positions, which usually remain un-
recognized by philosophers.

2. The Perspective of Orientational Pluralism

When it comes to determining the difference between metaphiloso-
phy and philosophy, Rescher’s metaphilosophical studies are useful in 
many ways. Nicholas Rescher (1928–2024) is known for his numerous 

2 At least the one dealing with his/her discipline in a descriptive sense.
3 For Johann Gottlieb Fichte, these differences even depend on the character of the 

thinker. (Cf. Fichte, 1984, p. 17)
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works in the fields of logic, philosophy of science, epistemology and his-
tory of philosophy. There is almost no area of theoretical philosophy, in 
which he has not left some (written) mark. However, it seems to me that 
his works in metaphilosophy are being neglected – but if a history of met-
aphilosophical thought is ever to be written, I think it would have to men-
tion Rescher’s name.4

In the context of problematizing the difference between metaphiloso-
phy and philosophy, I believe his “Essay on the Grounds and Implications 
of Philosophical Diversity”, called The Strife of Systems (Rescher, 1985), to 
be the most significant. In that essay, Rescher deals with the aporetic na-
ture of philosophizing, which means that philosophical problems cannot 
be solved due to philosophers basing their thought on incommensurable 
assumptions. Contrary to common opinions, according to which the en-
tanglement of philosophers in insoluble controversies speaks in favor of 
the infertility of philosophical discourse, Rescher claims exactly the op-
posite – namely, that insolvability of problems is an eminent feature of 
philosophy distinguishing it from other forms of rational thought. Far 
from resorting to some kind of relativism, he believes that the answers to 
philosophical questions are not given arbitrarily, but according to a cer-
tain logic or, more precisely, according to what he calls the “imperative of 
cognitive rationality”: in accordance with certain theoretical values, phi-
losophers are forced to maintain the consistency of their claims by elimi-
nating conflicting options from the repertoire of possible answers. For this 
purpose, Rescher draws up a unique methodological operation – the crea-
tion of the so-called aporetic clusters:

An aporetic cluster is a family of philosophically relevant contentions 
of such a sort that:

(1) as far as the known facts go, there is good reason for accepting 
them all; the available evidence speaks well for each and every 
one of them, but

(2) taken together, they are mutually incompatible; the entire family 
is inconsistent.5

Thus, it is necessary to omit at least one statement in order to obtain 
a meaningful whole.

Take the following set of statements as an example of an aporetic cluster:

4 The following are just some of his metaphilosophical books: Metaphilosophical 
Inquiries (Rescher, 1994), Standardism (Rescher, 2000), Philosophical Dialectics 
(Rescher, 2006), Aporetics (Rescher, 2008), Philosophical Textuality (Rescher, 2010), 
Metaphilosophy (Rescher, 2014), Philosophy Examined (Rescher, 2021).

5 Rescher, 1985, p. 21.
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(1) Philosophical questions cannot be solved by the mind.
(2) There is nothing more useful than the mind to help solve philo-

sophical questions.
(3) Philosophical questions can be satisfactorily answered.

Each of these statements makes sense in isolation, but when observed 
jointly, they make an inconsistent whole. Meaning can be restored by dis-
carding one of the statements. If the first statement is rejected, then we are 
dealing with a rationalist point of view; if the second one is removed from 
the cluster, the result is a transcendental-philosophical standpoint, and 
someone omitting the third statement represents either an agnostic vari-
ant of skepticism accepting the meaningfulness of philosophical questions 
but considering them unsolvable, or a more radical, nihilistic variant of 
skepticism (in this case, the questions are simply regarded as senseless). As 
the configuration of aporetic clusters may vary, it is clear that in any philo-
sophical discussion multiple positions may be taken by different thinkers, 
each of which has a certain degree of plausibility. Therefore, Rescher fa-
vors the position of orientational pluralism:

Metaphilosophical pluralism maintains that distinct and conflicting po-
sitions are always in principle available with respect to philosophical is-
sues. A specifically orientational pluralism goes beyond this in holding that 
there are different cognitive/value schemes, diverse probative perspectives, 
relative to which discordant alternatives can be validated vis-à-vis their 
competitors.6

It is important to note that this type of pluralism does not equal rela-
tivism, because, according to Rescher, it is necessary to evaluate positions 
and, thus, determine their truthfulness. We are only able to evaluate a 
philosophical position if we ourselves accept some values (e.g. objectiv-
ity). We cannot persuade someone to change his or her worldview merely 
by arguments, no matter how skillfully outlined and logically constructed 
they may be – a possible change of one’s world view is a matter of value re-
orientation, when someone literally undergoes a “conversion”7 as a result 
of adopting a different normative perspective. Philosophers do not sim-
ply try out which position would suit them better, they rather adjust their 
choice according to their guiding values. We could say that philosophers 
do not arbitrarily choose a position, but that some value in the back-
ground directs them to their point of view. Rescher sees the advantage of 
orientational pluralism in the fact that it can shed light on the “anarchy 

6 Ibid., p. 123.
7 In Rescher’s words: “changes of heart”.
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of philosophical systems”, the complete disunity in terms of common as-
sumptions and the philosophers’ lack of a readiness for consensus, which, 
according to many thinkers (such as Immanuel Kant), prevented philoso-
phy from becoming a real science. From the perspective of Rescher’s plu-
ralism, one can understand why a universal consensus is not possible in 
philosophical discourse. There is no consensus between representatives of 
philosophical positions precisely because they follow different values and 
ideals. A positivist starts from completely different values than a meta-
physician (perhaps even denies the existence of values as separate entities 
unlike the latter). However, according to Rescher, the lack of agreement 
among philosophers is not an argument in favor of disputing philosophy’s 
scientific character, but to admit that its rationality is different from that 
of the empirical sciences. Orientational pluralism also has certain inter-
pretive implications. Understanding a position means that we have suc-
ceeded in recognizing its normative background, although understand-
ing it does not automatically imply accepting it as correct (Rescher thus 
distances himself from the quasi-hermeneutic equating of understanding 
and acceptance, or appropriation of a position). Anyway, what is crucial 
to Rescher’s concept of philosophy is that philosophical questions are an-
swered on the basis of appropriate cognitive values, and those answers are 
further elaborated within philosophical systems. One of the main tasks 
of metatheoretical analysis is then to provide insight into the diversity of 
evaluative approaches to philosophical problems.

So what is Rescher’s perception of the task of metaphilosophy? Should 
it reconstruct the normative dimension of philosophizing? Is metaphi-
losophy also oriented towards some values, when it attempts to show the 
essence of philosophical thinking? Or does metaphilosophy, on the con-
trary, need to be value-neutral in order to fulfill its “mission”?

Rescher makes a distinction between descriptive and prescriptive 
metaphilosophy: while the former only describes which positions exist 
in the field of philosophical discourse without striving to determine to 
what extent they correspond with reality, the latter evaluates philosophi-
cal positions based on a certain (normative) assumption on what should 
be “real” philosophy. In his opinion, descriptive metaphilosophy is not 
a part of philosophy at all, since it deals exclusively with facts instead of 
normative criteria. In this respect, this type of metaphilosophy shares a 
lot of similarities with the history of philosophy,8 although it might also 

8 We mean the kind of history of philosophy that is closer to historical science than 
the history of philosophy of the Hegelian type, which is guided by teleological and 
normative presuppositions.
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be seen as closely related to sociology or psychology. (Let us leave aside 
the complex question, whether the history of philosophy is guided by 
implicit value judgments and assumptions when studying its subject.) 
The key here is to study something as it is, not as it should be. Keeping 
to the facts, Rescher believes that all philosophers could agree on what 
history is telling us about the development of philosophical thought 
from antiquity to modern times. This does not mean that descriptive 
philosophers agree on every issue, but rather that they respect the his-
torical development, as history9 still provides the possibility to present 
a philosophical position without strictly determining its truth. On the 
other hand, prescriptive metaphilosophy remains a part of philosophy 
as it functions in the same manner as philosophical thinking – by dis-
tinguishing adequate (successful, effective, superior etc.) positions, the-
ses and arguments from inadequate (unsuccessful, ineffective, inferior 
etc.) ones. While descriptive metaphilosophers share the same historical 
presuppositions,10 prescriptive ones differ in their assessment of certain 
philosophical theories as they follow different normative directives – 
thus, orientational pluralism is based on different values than absolut-
ism, skepticism, syncretism11. There can be no consensus between these 
forms of thought on a metaphilosophical level, just as there can be no 
consensus on a philosophical level.

Considering that he prefers a normative approach, it comes as little 
surprise that Rescher attempts to justify the standpoint of orientational 
pluralism based on advantages it allegedly has over other standpoints.
This type of pluralism itself has a double meaning: (1) in a descriptive 
sense, orientational pluralism describes which criteria of cognitive evalu-
ation are applied by representatives of philosophical positions, and (2) in 
a prescriptive sense it gives a judgment concerning the value orientation 
of philosophers by claiming that the stated value criteria are applied cor-
rectly, although they only have limited validity (in this context, there are 
no universal values shared by all contributors to the discourse). Rescher 
sees the main advantage of orientational pluralism in the fact that it allows 
us to recognize philosophy as a significant cognitive activity that is also 
compatible with the orientation towards humanistically relevant values. At 
the same time, this pluralism makes it possible to maintain the strictly sci-
entific status of philosophizing, regardless of the fact that the pretensions 
to reaching an “absolute truth” are given up.

9 At least in the sense that is closer to scientific historiography.
10 Which does not mean that they represent the same point of view when dealing with 

content-related issues.
11 Rescher uses the term ‘conjunctionism’.
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According to Rescher, what gives orientational pluralism an addition-
al advantage over other positions is the complexity of its use – it can be 
used both at the level of philosophical (“doctrinal”) and metaphilosophical 
(“metadoctrinal”) thinking. As a philosophical standpoint, it incorporates 
the rather “dogmatic” attitude that from one perspective it is possible to 
accept only one “correct” position when solving philosophical problems; 
as a metaphilosophical approach it allows and acknowledges the existence 
of multiple plausible perspectives and these can be taken by other think-
ers, although the adherent of orientational pluralism does not agree with 
them on a doctrinal-philosophical level.

If this interpretation of Rescher is accepted, then the challeng-
ing question is how these two seemingly contradictory functions of the 
named pluralism may be reconciled. Almost in a phenomenological man-
ner, Rescher assumes the possibility of changing one’s attitude by dis-
tancing oneself from substantially dealing with philosophical questions, 
literally: “taking a step back”, by which we “parenthesize” our doctrinal 
convictions; then “from a distance” we can see all possible perspectives on 
these issues. In other words, by suspending the philosophical attitude, we 
arrive at the level of a metaphilosophical consideration of facts in the field 
of philosophy. This brings to mind Husserl’s suspension of the “natural 
attitude”, thus opening up the possibility of transcendental reduction as a 
precondition for the eidetic investigation of phenomena. Taking into ac-
count the postulation of the dual use of pluralism (as a philosophical view 
on the issue itself and a metaphilosophical overview of possible perspec-
tives), we could say that Rescher clearly separates factual inquiry from the 
axiological approach. He transfers that difference to metaphilosophy itself, 
thus distinguishing its descriptive and prescriptive (normative) variant. 
Can we, however, offer an alternative interpretation of metaphilosophy, its 
purpose and nature?

3. On the Relationship between Philosophy 
 and Metaphilosophy

By separating the field of factual inquiry from the axiological one, 
Rescher gets a basis for considering the essence of philosophy, but also 
the relationship between philosophy and metaphilosophy. Philosophy it-
self is defined as a type of research on problems that is determined by 
certain values. Facts are secondary here – Rescher says that philosophy is 
“overcommitted” in the factual sense. This means that the facts must be 
arranged, placed in a certain conceptual scheme and processed by certain 
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methods. Rescher describes this process of the philosophical “editing” of 
facts as follows:

Philosophizing always moves through two stages. At first there is a “pr-
esystemic” stage, where we confront a group of tentative commitments, all 
viewed as more or less acceptable, but which are collectively untenable be-
cause of their incompatibility. Subsequently there comes a “systematizing” 
phase of facing up to the inconsistency of the raw material represented by 
the “data”. And this becomes a matter of eliminative pruning and tidying up 
where our commitments have been curtailed to the point where consistency 
has been restored.12

Philosophy is not guided by facts like empirical sciences, but by forms 
and schemes of their arrangement. That is why those determinants lead-
ing a philosopher to the solution to a problem are important to make him 
see the matter from a certain perspective: the materialist assumes the non-
existence of a separate mental or spiritual substrate, so in the dispute con-
cerning the immortality of the soul he will take up the position that the 
soul is perishable (or even that it does not exist at all); an idealist, panpsy-
chist or spiritualist, on the other hand, will claim something completely 
different as he is guided by a different perspective and other values.

Descriptive metaphilosophy abstracts from the value of adequacy, 
so it is not interested in which of these positions is “right” but describes 
their solution to the problem from a methodological point of view 
and reconstructs the very course and outcome of the debate between 
representatives of such conflicting positions. Prescriptive metaphilosophy, 
on the other hand, is not so neutral, but gets involved in the very course 
of the debate, considering that a certain position is more adequate or 
closer to reality, i.e. to the solution to the problem – meaning that the 
metaphilosopher makes decisions (i. e. descriptions imply the possibility 
of making a value judgement). Rescher solves the question of the 
relationship between philosophy and metaphilosophy by saying that 
prescriptive metaphilosophy is part of philosophy, while descriptive 
metaphilosophy is not. The pure form of descriptive metaphilosophy is 
the history of philosophy. Metaphilosophy stands, so to speak, with one 
foot in the field of philosophy, with the other in the field of its history. 
Does this threaten the independence of metaphilosophy as a separate 
discipline? Should not metaphilosophy, given its very name, be “above” 
or at least “next to” philosophy? In Rescher’s opinion, this is only the case 
with its descriptive variant. Rescher seems to ascribe greater dignity to 
prescriptive metaphilosophy as it is interested in substantial philosophical 

12 Rescher, 1985, p. 20.
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questions and debates among philosophers. Descriptive metaphilosophy 
is predestined for more “modest” tasks, which it shares with the history 
of philosophy.13 Thus, the central problem is the demarcation between 
philosophy and metaphilosophy: are they strictly separated or do they 
interact with each other? It seems that Rescher remains undecided, 
and the reference to values should help him to keep philosophy and 
metaphilosophy in close contact.

Now, let us try to think more radically and assume some kind of 
hiatus between philosophy and metaphilosophy. The difference between 
these forms of thought would be the discrepancy between two levels of 
thought.14 If we accept that discrepancy, it seems insurmountable. Phi-
losophy and metaphilosophy would have no points of contact. Rescher 
suggests one option to maintain such a radical difference: understanding 
descriptive metaphilosophy as a historical discipline. The historian of phi-
losophy should not be interested in which of the philosophical positions 
correspond to reality, but in pointing out which positions have gener-
ally been established over the course of history and how they related to 
each other (were they in conflict, complemented each other, cooperated, 
etc.).True, Rescher does not exclude the possibility that a historian of phi-
losophy interprets history in a way supporting his personal philosophi-
cal preferences or even teleologically determines his own system as the 
end point of historical development (the latter was the case with Georg 
Wilhelm Friedrich Hegel). This kind of history of philosophy itself has a 
philosophical character. And yet, a descriptive philosopher, like a histo-
rian of philosophy, should present the course of historical events in the 
field of philosophy as impartially as possible.

However, the question is whether even the kind of metaphilosophy 
with systematic interests can fulfill the requirements of an exclusively de-
scriptive approach. Rescher himself cites an example of the so-called sys-
tematology, a metaphilosophical discipline investigating the structure and 
forms of systems in philosophy, while relying on the system concept of 
Franz Kröner, who advocated the thesis of the necessity of pluralism of 
philosophical systems. Systematology does not deal with the question of 
which of the systems is the “best” or “most advanced”, but with their de-

13 Can we reverse the perspective and claim that the history of philosophy is a sort 
of metaphilosophy? A question for discussion would be whether the history of 
philosophy is a philosophical discipline or a metaphilosophical subdiscipline.

14 One will think of the difference between an object-language and a meta-language 
where the levels of speech are clearly demarcated. By the way, in his Philosophical 
Investigations (§121) Ludwig Wittgenstein denied the existence of such a type of 
metaphilosophy that would relate to philosophy, for example as grammar according 
to the ordinary use of the language.
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sign, the way in which one system can develop from another or, in turn, 
lead to the formation of other systems. Of course, when Kröner opposes 
Hegel’s idea of a comprehensive system, he seems to be forcing a philo-
sophical thesis (pluralism versus monism). This is, however, rather the as-
sumption, from which systematology emerges – this sort of metaphiloso-
phy assumes the fact of the existence of many systems, which cannot be 
denied, even by a radical absolutist like Hegel. A philosopher may dispute 
the existence of multiple systems claiming that only one system is valid, 
while the rest are apparent forms of knowledge, but a metaphilosopher 
(systematologist) simply bases his perspective on the fact that there is a 
multitude of systems and sees nothing problematic in accepting this. On 
the other hand, when systematology deals with philosophical systems, it 
abstracts from their doctrinal differences, and sees the systems as compo-
nents of a wider constellation, in which consideration of assertive claims 
(germ. Geltungsansprüche (J. Habermas)) is not in the foreground. It is 
more important to consider the complex dynamic of intersystem relations 
that develops according to a special logic. Therefore, descriptive metaphi-
losophy is not necessarily historical.

But there is another catch. Namely, Rescher assumes that descriptive 
metaphilosophy is limited to establishing the factual situation in philoso-
phy without evaluating the content of theories. However, the question is 
whether it is possible for a metaphilosopher not to be – at least implicitly 
– guided by some values. Suppose someone is a supporter of Cartesian du-
alism in the philosophy of mind. If (s)he wants to investigate the develop-
ment and outcomes of the debate about the nature of the human spirit, as 
it has been conducted since Descartes outlined his dualistic standpoint, (s)
he will ignore his philosophical position (metaphysical dualism) and with 
equal studiousness approach the analysis of a monistic or pluralistic point 
of view (e.g. Spinoza’s or Leibniz’s metaphysics). (S)he will ignore the prob-
lematic arguments in support of these theories, and even abstract from 
them. This is possible because (s)he distances herself/himself from her/his 
own philosophical claims and research interests in the given context. We 
can say that (s)he is guided by the values of cognitive impartiality and con-
tent disinterestedness. We could unite these under the term value neutral-
ity. Some might claim that value neutrality is self-contradictory: it is obvi-
ously a value in the back of a metaphilosopher’s mind when he (she) wants 
to describe a position or a discussion, because it urges him (her) not to 
judge what is claimed or discussed there. Thus, one of the main objections 
to radical skeptics was that by allegedly refraining from any position, they 
were already taking a certain position. Yes, but both the radical skeptic and 
the metaphilosopher abstracting from his/her dualistic preferences suspend 
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the philosophical position, so that they can move to a completely different 
level of thinking and speaking. After all, when could a certain philosophi-
cal problem be solved by abstaining from some doxastic attitude? Descrip-
tive metaphilosophy should refrain from sympathizing with a particular 
position – this is already an axiological recommendation. But it is needed 
in order to maintain the difference between the two levels of thematizing 
things (philosophical speech about objects and metaphilosophical speech 
about the attitude towards the object). Positional neutrality is an important 
assumption of descriptive metaphilosophy, because without a distance to 
one’s own philosophical “taste” it is not possible to adequately deal with 
metaphilosophy. Rescher solves the possible self-contradiction by taking a 
complex position of orientational pluralism, which combines philosophi-
cal and metaphilosophical usage. There are other positions that are also 
capable of dealing with the danger of self-contradiction: radical skepticism, 
perspectivism, syncretism, etc. Obviously, these are positions that are able to 
reflect on their own dependence on a certain point of view.

Finally, the normative background of the relationship between phi-
losophy and metaphilosophy remains to be considered. Assuming that 
values are equally important for both philosophers and metaphiloso-
phers, the question is who, in particular, should investigate the issue. In 
philosophy, a separate discipline – axiology – is responsible for dealing 
with values. We have seen that prescriptive metaphilosophy is in charge 
of issues of normative determinism of philosophy. Who, then, investigates 
the values guiding metaphilosophers? If it is an axiologist, does philoso-
phy still take primacy over metaphilosophy and even make it obsolete? If 
the metaphilosopher himself/herself is able to see the values influencing 
his/her approach to philosophy, how does he/she overcome the evaluative 
limitations of his/her view? Might someone with a broader perspective on 
these values understand them better? Are we then dealing with a “super-
theory” that is able to encompass both philosophy and metaphilosophy? 
In order to avoid the “third man” problem, I would suggest that we “leave 
the ball” in the “court of philosophy” and simply assign that task to axiol-
ogy. It should be noted that – similar to orientational pluralism – axiol-
ogy can have two applications: both philosophical and metaphilosophical. 
The taxonomy of values and perspectives associated with them should be 
left to that discipline. Then one can enumerate and describe purely cogni-
tive15, practical, aesthetic, culturally accepted, and other values. Thus, a 
new field of research for philosophy opens up here, especially as one gets 
the impression that axiology has been somewhat neglected since the days 
when the neo-Kantians dealt with it.

15 Cognitive values are especially important for metaphilosophers.
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4. Plea for Philosophical Diversity

We should summarize the previous considerations on the relationship 
between philosophy and metaphilosophy. According to Rescher, metaphi-
losophy is a part of philosophy if it deals with the validity of philosophical 
theories from an axiological point of view; if it considers them from a 
purely historical point of view, then it occupies a place outside of philoso-
phy. I have tried to revise that insight, which is itself metaphilosophical in 
nature: metaphilosophy can be positioned outside of philosophy if it ac-
cepts positional neutrality as the main guiding thread of its reasoning, and 
at the same time it can also have the character of systematic research and 
not be purely historically accentuated. In other words, metaphilosophy is a 
discipline dealing with philosophy, so in that sense it depends on the latter, 
but its approaches are independent and enrich our view of philosophy in 
any case.16

The point of metaphilosophy is not to overcome or even eliminate 
philosophy, but to understand it better. Therefore, metaphilosophy is not 
some kind of competitor to philosophy, but literally its assistant. However, 
even as such, it has its independence and it makes sense to deal with it. 
(I suppose Rescher would agree with this opinion.) Metaphilosophy gives 
expression to the desire for overcoming the limitation of the cognitive ho-
rizon when we reflect on our own position. After all, it has become clear 
that the position of the most comprehensive thinker is inserted into con-
stellations that can onlybe seen if the multi-perspective character of philo-
sophical thinking is taken into account. Philosophy necessarily has such 
a character and it is illusory to hope for the establishment of a compre-
hensive theory providing a satisfactory answer to the main philosophical 
problems at any time during its historical development. Should philoso-
phers forget this, metaphilosophy is there to remind them that we benefit 
more from the debate of many different opinions than the domination of 
only one (dogmatic) opinion. In Rescher’s words:

16 Examples of such metaphilosophical approaches can be found in the following 
publications: Karl Groos, The Structure of Systems: A Formal Introduction to 
Philosophy (Groos, 1924), Franz Kröner, The Anarchy of Philosophical Systems 
(Kröner, 1929), Eberhard Rogge, Axiomatics of All Possible Philosophizing: The 
Fundamental Discourse of Logistics, Language Criticism and Metaphysics of Life 
(Rogge, 1950), Hans Leisegang, Forms of Thought (Leisegang, 1951), and in recent 
times: Dimitrios Markis, Protophilosophy: On the Reconstruction of Philosophical 
Language (Markis, 1980), (of course) Nicholas Rescher, The Strife of Systems: 
An Essay on the Grounds and Implications of Philosophical Diversity (Rescher, 
1985), finally two books with the same title: Richard Raatzsch, The Philosophy of 
Philosophy (Raatzsch, 2000), Timothy Williamson, The Philosophy of Philosophy 
(Williamson, 2021).
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What counts as crucial from this overarching metaphilosophical standpoint 
is not the matter of ‘getting at the absolute truth’, but rather of enhancing the 
quality of the argumentation and gaining a deepened understanding of the 
structure of alternative positions.17

Therefore, the “anarchy of systems” is inevitable, but there is nothing 
wrong with that, on the contrary:

For centuries, most philosophers who have reflected on the matter have been 
intimidated by the strife of systems. But the time has come to put this be-
hind us – not the strife, that is, which is ineliminable, but the felt need to 
somehow end it rather than simply to accept it and take it in stride. To reem-
phasize the salient point: it would be bizarre to think that philosophy is not 
of value because philosophical positions are bound to reflect the particular 
values we hold.18

In this sense: Let’s continue to fight for our values and enrich the 
philosophical discussion!
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HISTORICIZING SECOND NATURE: THE 
CONSEQUENCES FOR THE IS/OUGHT GAP

Abstract: In this paper, I examine the normative problem from the standpoint of 
the following question: should normative explanations be regarded as a genuine 
form of explanation, or should we consider them as transient modes of intelligibil-
ity, requiring reduction to the valid explanatory frameworks of the empirical sci-
ences? In particular, I scrutinize John McDowell’s attempt to defend the genuine-
ness of normative explanations by adopting the notion of second nature. I will show 
that, in light of the development of the social and behavioral sciences, McDowell’s 
account lacks adequate defense against the skeptical arguments put forth by sci-
entific naturalists. Thus, I will provide a further argument aimed at defending the 
autonomy of the domain of normative explanations without restricting the scope of 
the empirical sciences. I will conclude that the essential feature of second nature—
or, more correctly, of rational second nature—is the human ability to cognitively 
grasp the causal goings-on that are part of both first and second nature. Finally, I 
will very briefly examine the consequences of my account for Hume’s is/ought gap.

Keywords: Normativity, naturalism, John McDowell, Hume’s law, social and be-
havioral sciences.

1. Introduction:
 The normative problem as an explanatory problem

In this paper, my attention will be directed toward the normative 
problem, examining it through a distinct perspective—specifically, treat-
ing it as a matter of explanatory genuineness.1 From this vantage point, 

1 The present paper is founded on the critical examination of John McDowell’s 
‘naturalism of second nature,’ as outlined in (Dimitrakos, 2020), and the logical 
distinction between normative and empirical-scientific explanations, as discussed in 
(Dimitrakos, 2021). However, here I also delve into the implications of my account 
for the is/ought gap.
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a pivotal question arises: should normative explanations be regarded 
as a genuine form of explanation, or should we consider them as tran-
sient modes of intelligibility, requiring reduction to the valid explanatory 
frameworks of the empirical sciences? This, I take it, aligns with John Mc-
Dowell’s perspective on the normative problem: ‘The problem posed by 
the contrast between the space of reasons and the realm of law, in the 
context of a naturalism that conceives nature as the realm of law, is not 
ontological but ideological’ (McDowell, 1996, p. 78, fn 8).

From this perspective, we can frame the normative problem as a di-
lemma: either normative explanations lack genuineness, allowing them 
to be entirely assimilated into the realm of empirical-scientific explana-
tions (as posited by the proponents of scientific naturalism), or normative 
explanations possess a unique status (they are sui generis), making their 
reduction into the explanatory patterns of empirical science impossible 
without sacrificing valuable information about the world (as asserted by 
normativists). Consequently, in the subsequent discussion, I will scruti-
nize McDowell’s distinction between first and second nature primarily as 
an effort to uphold the authenticity of normative explanations. Addition-
ally, I will try to show that, in light of the development of the social and 
behavioral sciences (human sciences for short), McDowell’s account lacks 
adequate defense against the sceptical arguments put forth by scientific 
naturalists. Thus, I will provide a further argument aimed at defending 
the autonomy of the space of reasons without restricting the scope of the 
human sciences.

One final introductory remark is needed here. Normative concepts, 
explanations, etc. should not be considered as exclusively belonging to the 
domain of reason. The domain of reason is, of course, a normative domain 
but not necessarily vice versa. Many biological phenomena, for instance, 
are made intelligible in normative terms but not as rational phenomena. 
In what follows, for the sake of brevity, I will treat the normative realm 
as co-extensive with the domain of reason, even though, as I said, they 
are not. I acknowledge that a conceptual distinction between the rational-
normative, the nonrational normative, and the non-normative domain is 
a philosophical necessity. However, in the present paper, I won’t be con-
cerned with the difference between the rational and the non-rational nor-
mative realm. I will focus on the contrast between the empirical-scientific 
understanding and the understanding which is proper to reason.2 This is 

2 By contrasting empirical-scientific explanations with the understanding proper to 
reason, I just follow McDowell’s terminology. This terminology, by no means, implies 
that empirical-scientific explanations are not rational. The distinction lies in the 
presentation of the object of the explanation. Normative explanations portray the 
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why I am going to treat biological and other non-rational normative phe-
nomena crudely as belonging to the non-normative domain. I will take 
the normative domain as co-extensive with the realm of reason, intention-
ally ignoring the part of this domain which belongs to the empirical-sci-
entific understanding in order to examine the above-mentioned contrast 
in a simpler way.

My argumentation will take the following course. First, I will provide 
a distinction between the normative and the empirical-scientific expla-
nations. Then, I will briefly present McDowell’s both initial (Mind and 
World) and revised versions of second nature, focusing on the problems 
of these versions. In the fourth section I will list the possible normativist 
strategies for dealing with the problems in question. In the fifth section 
I will provide a further conceptual distinction between the reducibility 
and the eliminability of the normative realm. Next I will argue that the 
essential feature of second nature—or more correctly of rational second 
nature—is the human ability to grasp cognitively the causal goings-on that 
are part of both first and second nature. Finally, I will very briefly examine 
the consequences of my account in Hume’s law, i.e. the logical gap be-
tween is-statements and ought-statements.

2. Normative vs Empirical-Scientific Explanations
 and the Logical Mapping of the Responses to 
 the Normative Problem

Treating the normative problem as an explanatory issue requires dis-
tinguishing between normative and empirical-scientific explanations.3 
Normative explanations render actions or belief modifications intelligi-
ble by subsuming them under a norm or a set of norms. For example, if 
someone questions why I believe q, I could respond that I believe p and 
also hold the belief that if p, then q, i.e., I can explain my belief modifica-
tion by showing how my belief modification conforms to the epistemic 
norm of modus ponens. Similarly, if asked why the person in front of 
me stopped her car and assisted a stranger experiencing a heart attack, I 

object of their understanding as rational, which is why they are termed ‘proper to 
reason,’ while empirical-scientific explanations do not present their object (such as 
pendulums, tides, molecules, cells, etc.) as rational. I am indebted to an anonymous 
reviewer for this clarification.

3 My presentation of the distinction between normative and empirical-scientific 
explanations is inevitably sketchy here. For a detailed presentation, see (Dimitrakos, 
2021).
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could explain that she expressed solidarity with a person in need. In oth-
er words, her action can be explained by showing how it conforms to a 
practical norm. Conversely, empirical-scientific explanations make things 
or events in the world intelligible by showing how they conform to the 
causal order outlined by one or more empirical sciences. This is the case 
in which we explain someone’s belief or action by appealing to the social 
milieu or the psychological mechanisms that dictate their thoughts and 
their behavior. For instance, the case where we explain someone’s adher-
ence to an ideology based on the interests of the social class to which they 
belong, or the case where we explain repetitive actions as an expression of 
obsessive-compulsive disorder.

Based on this logical distinction, we can provide the fundamental 
logical mapping of the possible replies to the normative problem. Scien-
tific naturalists claim that every normative explanation is, in principle, 
reducible to a set of empirical-scientific explanations.4 This entails that 
the domain of normative explanations is altogether eliminable. Normativ-
ists, on the other hand, argue that the domain in question is ineliminable 
because normative explanations (or at least some of them) are genuine, 
i.e., incapable of being reduced to empirical-scientific explanations. We 
cannot reduce genuine normative explanations to empirical-scientific ex-
planations without losing crucial informational content about the world 
of human beings. However, it is crucial to discern two strands of thought 
within the normative camp. Idealistic views ground the ineliminability of 
the normative domain in some sort of non-natural entities (such as val-
ues or the soul as supersensible entities) or non-natural cognitive faculties 
(e.g., the Cartesian mental intuition). On the other hand, liberal natural-
ists defend the ineliminability of the domain of normative explanations 
within a naturalist framework that leaves nothing outside the realm of na-
ture (De Caro & Macarthur, 2004, 2010, 2022). John McDowell’s (1995, 
1996, 2008, 2009, 2010, 2018) conception of second nature is one of the 
most well-discussed instantiations of the liberal naturalist perspective in 
contemporary analytic philosophy.

3. Second Nature as a Reply to the Normative Problem

McDowell claims that the normative problem is the result of a mistak-
en idea which takes the ontological territory of nature to be co-extensive 

4 They have to be placed into the ‘ordinary stream of explanation’ (Turner, 2010, p. 11). 
The ‘ordinary stream of explanation’ is the network of explanations employed by the 
empirical sciences. 
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with the subject matter of empirical-scientific knowledge. He rejects this 
view by suggesting that ‘nature includes second nature’ (McDowell, 1996, 
p. xx). Second nature is an Aristotelian notion (Nichomahean Ethics) which 
refers to the acquired or cultivated aspects of human behavior and character 
that arise through conscious or unconscious effort and habituation. Unlike 
“first nature”, which encompasses innate qualities and biological predisposi-
tions, second nature involves the development of virtues, skills, and ethical 
dispositions through practice and societal influence. McDowell adopts the 
concept of second nature in order to assert that individuals are born as mere 
biological creatures and are transformed into thinkers and agents, that is, ra-
tional animals, by engaging in the process of language initiation. Language 
does not serve only as a means for communication but also ‘as a repository 
of tradition, a store of historically accumulated wisdom about what is a rea-
son for what’ (McDowell, 1996, p. 126).

The notion of second nature plays a dual role. On the one hand, it 
helps to sever the conceptual tie between the ontological notion of na-
ture and the subject matter of the empirical sciences, thereby avoiding the 
eliminability of the normative domain proposed by scientific naturalists. 
On the other hand, since second nature is still nature, it helps to avoid ide-
alism or supernaturalism (or ‘rampant platonism’ in McDowell’s terms), 
which would make our capacity to respond to reasons ‘look like an occult 
power’ (McDowell, 1996, p. 83). However, to effectively play this dual role, 
the concept of second nature demands several philosophical explications 
that confront various puzzles. These puzzles forced McDowell to revise 
the notion that he initially presented in Mind and World.

3.1. The Mind and World version
In Mind and World, McDowell rejects the assumption that the do-

main of nature is co-extensive with the subject matter of the empirical sci-
ences by distinguishing between first and second nature. In the terminol-
ogy that I use in the present paper, second nature is the subject matter of 
normative explanations while first nature is the subject matter of empir-
ical-scientific explanations. In this version of second nature, emphasis is 
placed on a nomological conception concerning scientific explanations. In 
essence, McDowell assumes that the empirical sciences render phenomena 
intelligible by subsuming them under natural laws. Law-governedness is 
the essential feature of first nature. Consequently, he associates empirical-
scientific explanations with nomological explanations, adopting implicitly 
a neo-positivist (Hempel & Oppenheim, 1948) perspective on scientific 
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explanations. 5 The specific kind of intelligibility attributed to second na-
ture involves situating an event within the space of reasons. Thus, the dif-
ferentiation between first and second nature was grounded on the logical 
distinction between the realm of (natural) law and the space of reasons 
(McDowell, 1996, p. 78). In short, in Mind and Word’s version of liberal 
naturalism, whatever is law-governed is part of first nature while the rest 
of nature consists ofevents belonging to the domain of second nature.

3.2. The revised version
McDowell revised his account by taking into consideration a broader 

conception of natural sciences, which encompasses more than just math-
ematical physics and the relevant explanations based on law-governedness. 
He included biology in his philosophical framework, leading him to the 
conclusion that second nature is not exclusive to human beings6; it is only a 
necessary, though not sufficient, condition for rationality. The acquisition of 
rationality presupposes second nature, but the existence of second-natural 
phenomena does not necessarily guarantee the presence of rationality. Some 
second-natural phenomena require an intelligibility that is not significantly 
different from the intelligibility needed to understand first-natural phenom-
ena (McDowell, 2008, p. 220).7 Only a subset of second-natural phenom-
ena becomes intelligible by placement in the space of reasons.

This revision makes McDowell’s account more refined and science-
informed. It incorporates a more nuanced understanding of the explana-
tory patterns used in the natural sciences, without altering its fundamental 
idea: the intelligibility associated with placement in the space of reasons is 
sui generis, that is,‘beyond the reach of the natural-scientific understand-
ing’ (McDowell, 2008, p. 217). Importantly, this kind of intelligibility is con-
cerned with phenomena belonging to nature; they are not spooky or occult. 
In the Mind and World version of the account, these phenomena were iden-
tified with second-natural phenomena, whereas in the revised version they 
are only associated with a subset of second-natural phenomena. However, 
this nuanced version leaves room for problems of another sort.

3.3. The problem: The naturalistic threat of human sciences
I claim that McDowell’s account stops taking into consideration the 

lessons from the empirical sciences exactly at the point where the threat 

5 McDowell (2000) himself recognized this conception as Russellian. 
6 For instance, Pavlovian conditioning is a part of second nature not only of human 

beings but also of other mammals.
7 Take for instance Pavlovian conditioning. 
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is less acute. If after biology we try to incorporate human sciences into 
our philosophical image, the eliminativist naturalistic threat returns. The 
subject matter of the human sciences encompasses the entire spectrum of 
human actions and beliefs. Therefore, nothing within second nature can, 
in principle, be ruled out from the understanding offered by these sci-
ences. It appears that the emergence of the human sciences introduces a 
more pressing philosophical worry than the challenge posed by the natu-
ral sciences. This challenge seems to directly threaten the autonomy of the 
space of reasons, attempting to render human second nature fully intel-
ligible through explanatory modes foreign to any placement in the space 
of reasons. Scientific naturalists can claim, putting forth a history-informed 
argument, that the scientific revolution of the 16th and 17th centuries and 
the relevant emergence of mathematical physics set us free from the ancient 
and medieval superstition that considered first nature as the realm of fi-
nal ends. Next, the emergence of biology and modern medicine exempted 
a part of second nature from the kind of intelligibility which is proper to 
reason. Now, with the inclusion of the human sciences, the rest of second 
nature is exempted from this supposedly unique understanding. One could 
conclude that the more we scrutinize reality, and while the empirical sci-
ences become gradually more mature, the more apparent it becomes that 
the only legitimate form of intelligibility arises from the perspective of the 
empirical sciences. Ultimately, the scientific naturalist might posit that the 
only philosophy informed by science is the kind of naturalism that identifies 
nature with the subject matter of the empirical sciences.

Despite its monolithic conception of scientific explanations and, in 
one sense because of it, the Mind and World version of McDowell’s ac-
count could provide a philosophical ground for the genuineness of nor-
mative explanations. In this version, the notion of second nature is co-
extensive with the domain of application of the normative explanations, 
and hence the genuineness of the latter is secured by the existence of the 
former. The domain of normative explanations could easily be determined 
by the logical contradistinction to the notion of law-governedness. In the 
revised version, on the other hand, there is no such possibility. Second 
nature and the domain of application of normative explanations cease to 
be co-extensive notions. Second nature is divided into one rational and 
one non-rational part: one part consists of phenomena like Pavlovian 
conditioning, which are part of empirical-scientific understanding, and 
another part consists of phenomena made intelligible by placing them 
into the logical space of reasons. But then second nature cannot provide a 
philosophical ground for the genuineness of the normative explanations. 
We need a further criterion for demarcating the second-natural phenom-
ena which have to be explained by the empirical sciences (e.g., biology) 
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from the second-natural phenomena which have to be made intelligible 
by placing them in the space of reasons, that is, by providing a normative 
explanation. In short, we need a criterion for demarcating rational from 
non-rational second nature. The logical contradistinction to the law-gov-
ernedness can provide no help here.

4. Responding to the Threat

It seems that if we want to defend the genuineness of the domain of 
normative explanations, we are left with the following options.

(a) To endorse some version of anti-naturalism in the philosophy of 
human sciences, asserting that human sciences do not exclude 
normative explanations.

Anti-naturalism of this sort claims that there is a logical gap between 
the explanatory patterns of the human and the natural sciences. The most 
traditional expression of this view is Hermeneutics.8 But this option suf-
fers from two major problems. First, the evolution of the empirical sci-
ences does not appear to support the stark differentiation between natural 
and human sciences. By highlighting the distinctions within both cate-
gories, the unity of natural and human sciences becomes plausible. The 
rejection of the monolithic view that the nomological model in natural-
scientific explanations entailed has given rise to a more comprehensive 
understanding of scientific explanations. In this broader perspective, there 
is no clear-cut division between the explanatory patterns employed by 
the human and natural sciences. As Sandra Mitchell (2009, p. 131) points 
out, ‘[t]he types of knowledge gained of the social world are much like 
the types of knowledge we can claim of the biological world’ (Mitchell, 
2009, p. 131). Second, and more important for my argument, opting for 
the anti-naturalist approach in the philosophy of human sciences doesn’t 
dissolve the philosophical problem concerning the relationship between 
nature and reason; rather, it relocates this issue to a different philosophical 
subarea. Instead of addressing why normative explanations are genuine 
and cannot be entirely reduced to empirical explanations offered by the 

8 Hermeneutics in philosophy of history and in philosophy of social sciences in 
general involves a distinction between Naturwissenschaften (natural sciences) and 
Geisteswissenschaften (human sciences), not just in terms of the scientific subject 
matter but also concerning the distinctive logical forms of explanation. Sciences 
of nature “involve Erklären (explanation by way of laws) while [sciences of spirit] 
involve Verstehen (hermeneutic understanding from the “inside”)” (Macarthur, 2010, 
p. 134).
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human sciences, the normativist now needs to answer why normative ex-
planations within the human sciences domain are genuine and resistant 
to reduction to explanations of a different logical kind. The fundamental 
philosophical requirement to present an argument against the eliminabil-
ity of the domain of normative explanations persists.

(b) To establish a demarcation criterion, distinguishing cases that 
should be understood through empirical-scientific understand-
ing from those that should be understood by placing them in the 
space of reasons. The Kantian categorical imperative is a paradig-
matic expression of formulating such a criterion. It distinguishes 
between cases of heteronomy (i.e., those requiring understanding 
through empirical factors) and cases of autonomy (i.e., those that 
are genuine expressions of reason).

The fundamental flaw of this demarcationist view is that it is vulner-
able to sceptical historicist arguments. Anti-normativists consider the di-
versity of normative contexts throughout history and the world to raise 
doubts about the genuineness of the domain of normative explanations. 
We can reconstruct their argumentation as follows: given that ‘most of 
the people in history and in the present were and are living in normative 
error’ (Turner, 2010, p. 181)9, the validity of appealing to binding rules 
of reason and of their corresponding explanatory power is called into 
question. This argument follows the structure of the pessimistic meta-in-
duction against scientific realism, which underlines that all past scientific 
theories once deemed successful are now regarded as false. ‘Therefore, the 
pessimist concludes, current successful theories will turn out to be false 
as well’ (Mizrahi, 2013, p. 3210). Similarly, Turner (2010) argues that ap-
pealing to some normative force that binds rational beings, along with the 
demarcation of cases representing genuine expressions of rationality, is 
chimerical. This is because our historical record reveals that, by any uni-
versal criterion, most people in the past have lived in normative error. The 
error becomes evident as we can explain people’s actions and beliefs not 
by invoking the truth or goodness of their beliefs and actions, respective-
ly, but by taking into account various biological, psychological, or socio-
logical causal factors. Therefore, the pessimist concludes, no demarcation 
criterion is capable of singling out cases of genuine rational expression. 
Consequently, every aspect of human thinking and behavior should be 
considered as the potential subject matter of empirical scientific research.

9 The normative error here is nothing more than a deviation from normative standards. 
The historical evolution of the normative frameworks reveals that all previous human 
beings used to live contrary to the present normative standards.
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McDowell correctly rejects both options for defending the inelimina-
bility of the normative domain. He never refers to any kind of anti-natu-
ralism in the philosophy of the social sciences and he explicitly rejects the 
demarcationist option in saying:

[...] there is no criterion, if by that we mean some general formula that it 
might be possible to apply to mark off genuine reasons from impostors. It is 
incumbent on one to reflect about whether what seem to one to be reasons 
really are reasons, doing one’s best not to be taken in by impostors. And 
there is no straightforward, as it were mechanical, way to guard against the 
risk. Any general formula one came up with would itself come within the 
scope of the obligation to reflect (McDowell, 2010, p. 12).

McDowell doesn’t seek an infallible criterion to distinguish genuine 
expressions of rationality. He emphasizes that while autonomy10 is a ca-
pacity which can fail, this does not prove that it doesn’t exist at all. Ration-
al subjects may sometimes act or think based on what just appears to be a 
reason rather than responding to genuine reasons, a point acknowledged 
by the anti-normativist argument from normative error. This recognition 
leads to the distinction between genuinely normative facts and seemingly 
normative facts. However, accepting the existence of genuinely normative 
facts doesn’t necessitate committing to an infallible criterion for their de-
marcation. The sceptical argument from normative error is only effective 
against normativist accounts striving to establish an infallible criterion for 
identifying authentic expressions of rationality. Normative foundational-
ism (establishing an infallible criterion) and normative scepticism (reject-
ing the domain of normative explanations due to their fallibility) are not 
our exclusive options. One can argue that humans possess the capacity to 
respond to reasons, even if occasional failures occur. In short, the scepti-
cal threat of the argument from normative error applies only to normative 
foundationalism (i.e., demarcationism). But, as McDowell shows, the de-
fense of the autonomy of the normative domain can also be articulated on 
the ground of normative fallibilism, thereby sidestepping the aforemen-
tioned sceptical threat.

Nevertheless, normative fallibilism alone cannot provide a decisive 
argument against the eliminative version of naturalism. It can only show 

10 McDowell embraces the concept of autonomy within the framework of German 
idealism. Here, autonomy signifies the ability for self-governance or self-legislation, 
where individuals act in accordance with principles they determine through rational 
deliberation. This stands in opposition to heteronomy, where moral principles are 
imposed externally. In this context, autonomy is closely associated with the concepts 
of reason and freedom.As Sebastian Rödl (2007, p. 105) points out, ‘[i]t is the 
principle thought of German Idealism that self-consciousness, freedom, and reason 
are one’.



Historicizing Second Nature: Th e Consequences for the Is/Ought Gap | 61

that it is a less vulnerable option than foundationalism. Scientific natural-
ists can still ask for philosophical grounds to support the idea that cer-
tain natural phenomena lie beyond the reach of empirical-scientific un-
derstanding. Given my preceding argumentation, these grounds can be 
provided neither by just invoking the concept of second nature nor by 
proposing a demarcation criterion to identify genuine expressions of ra-
tionality. McDowell’s quietist approach, though, does not recognize the 
need for further arguments. He merely claims that liberal rather than sci-
entific naturalism should be our default position. In McDowell’s (2006, 
p. 237) words, the default view should be that ‘human beings are unique 
among living things – outside the reach of the sort of understanding 
achievable by a scientific biology – in virtue of the freedom that belongs 
with our responsiveness to reasons as such, [...] unless it can be shown 
to be wrong’. But taking into consideration the human sciences, I think, 
makes McDowell’s ‘naturalism of second nature’ more vulnerable to the 
crude naturalistic threats and his quietist strategy less convincing.

5. A Further Argument: Reducibility and eliminability

In my view, the defense of normativism requires a further argument 
which can rely on a conceptual distinction that is necessary for rejecting 
scientific naturalism. In particular, I claim that we have to distinguish 
between the concept of explanatory reducibility and the concept of the 
eliminability of the domain of normative explanations. Only lacking this 
distinction can scientific naturalism be plausible. I am going to provide 
the distinction and the relevant argument against scientific naturalism in 
two steps.

5.1. Reduction and Epistemic Normativity
First of all, in order to reduce normative explanations to scientific ex-

planations we need the normative vocabulary at our disposal. The reduc-
tion of a normative explanation to a scientific explanation presupposes 
that the latter is true and hence the explanatory reduction justified. But 
this also presupposes the genuineness of the domain of normative expla-
nations. The reduction should be normatively explained, otherwise its 
validity is at stake. The elimination of the normative vocabulary makes 
us philosophically blind to the distinction between simply being taken-
to-be-justified and actually being-justified. Empirical-scientific explana-
tions can only reveal why something is taken to be justified by a person 
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or a community and not why something is actually justified. For instance, 
when we emphasize the role of the social milieu of Weimar Democracy 
in the emergence of the Quantum mechanics,11 we explain why specific 
scientists considered their theoretical choices rational. However, to deter-
mine whether those choices were genuinely rational, we also require the 
application of normative criteria. In this sense, empirical-scientific expla-
nations cannot sustain the distinction between ‘taken to be justified’ and 
‘actually justified.’

Nonetheless, every act of reduction of the normative to empirical-
scientific explanations cannot but be presented as genuinely justified. It 
presupposes the distinction between being taken-to-be-justified and be-
ing-justified and hence preserves implicitly the autonomy of the domain 
of normativity. Therefore, while each normative explanation can be re-
duced to a set of empirical-scientific explanations, the domain of norma-
tive explanations is not altogether eliminable. To put it in a slogan, the 
reducibility of each and every normative explanation does not entail the 
eliminability of the domain of normative explanations. We cannot deny 
the autonomy of normativity and claim that cognitive acts of reduction 
are correct at the same time.

5.2. Rejecting God’s point of view

What makes the scientific naturalist image plausible is an implicit as-
sumption that should be revealed and rejected. The assumption is that the 
act of explanatory reduction is performed from a standpoint external to 
the person or persons to whom the normative explanation is attributed. 
I have to be extremely sketchy here12 but consider the following case: I 
perform an action because I am convinced that it is justified. Someone 
else, a sociologist for instance, explains my conviction in terms of a causal 
order entailed by sociology. This is a paradigmatic case of reduction for 
scientific naturalists. My action and the relevant beliefs have been taken 
out of the space of reason and have been placed in a social causal chain. In 
this sense, it is presumed that the domain of normative explanations has 
been impoverished while the domain of scientific explanations has been 
enriched. Scientific naturalists think that if we follow this logical path to 
its end, then we have to conclude that the domain of normative explana-
tions is eliminable through the gradual reduction of its various parts. Now 
let’s take into consideration a slightly different version of this scenario. I 

11 See (Forman, 2011).
12 See the examples in (Dimitrakos, 2020) for more details. 
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myself acquire access to the sociological knowledge that explains my ac-
tion. Then I cease to believe that my action is actually justified.13 I under-
stand that my behavior was the result of social causes that forced me to 
act like this. In this version of the scenario, my space of reasons has not 
been impoverished. On the contrary, it has been enriched in an important 
sense. If the act of reduction is correct, my new space of reasons contains 
a few more justifications that prevent me from making a mistake on the 
issue. During reflective scrutiny about what is a reason for acting in a par-
ticular way, taking into consideration the sociological knowledge about 
my condition can prevent me from believing uncritically that my action 
is justified. Thus, embracing the cognitive content of the act of reduction 
enriches the space of reason because it leads to what we may call the re-
striction of the possibility of normative error.

Scientific naturalists are eliminativist with regard to normative con-
tent because they take for granted the first scenario. But the first scenario 
presupposes God’s point of view: an external vantage point overarching 
thought and world. Envisaging the space of reasons as shrinking after eve-
ry act of reduction requires the putative standpoint of a reason that is not 
affected by this cognitive act. Only from this standpoint can the norma-
tive vocabulary be considered eliminable. But the presupposition of this 
sort of vantage point is very problematic, especially for accounts which 
aim to be naturalistic. Therefore, the reduction of a normative explanation 
to a scientific explanation is not an episode toward the necessary gradual 
shrinking of the space of reasons, but an episode toward its potential ex-
pansion. Equating reduction with elimination presupposes that the sub-
ject of reduction is necessarily different from the object of reduction, and 
this entails that there is something like a super-reason that accomplishes 
the task of reduction, a super-reason that is not and could not be affected 
by this very cognitive act of reduction.14

13 Sometimes, this kind of knowledge doesn’t automatically lead to the decision that 
my action is not actually justified. This occurs only if I realize that the rational 
ground of my action has disappeared, and additional conditions are necessary for 
this recognition. The process can be intricate, but its description is not the focus 
here. The key point is to draw attention to the fact that the cognitive act of reduction 
is not necessarily supplied by an external point of view to the agent. This suffices for 
my argumentation here. I owe this clarification to the comment of an anonymous 
reviewer.

14 Of course, there can always be cases where the human beings that are the objects 
of the empirical inquiry will never have at their disposal the result of this inquiry. 
But this is just a contingent issue. My point is that human beings can, in principle, 
be aware of the act of reduction of a normative explanation to a set of empirical-
scientific explanations. 
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6. Rational Second Nature as Knowledge of 
 the First Nature

Scientific explanations are constitutive for our freedom15 rather than 
a threat to it. They help us become freer. They contribute to the restriction 
of the possibility of normative error and consequently prevent us from 
being mere slaves of the various causal goings-on, permitting us to take 
control of our lives. My main argument is that by rejecting the idea that 
explanatory reducibility entails the eliminability of the domain of norma-
tive explanations, we can create a suitable logical space between scientific 
naturalism and idealism. The perspective I am proposing is naturalistic 
insofar as it leaves nothing ‘beyond the reach’ of scientific understanding 
and presents scientific explanations as constitutive of the space of reasons. 
It is also liberal in the sense that it rejects the eliminability of normative 
vocabulary and retains the genuineness of normative explanations. Ra-
tionality is not a mysterious power outside of nature but a capacity to take 
control of our lives by understanding how the causal goings-on work, that 
is, by gradually knowing more about the cases in which we do not have 
control of our lives. Furthermore, it is impossible to get rid of the kind of 
intelligibility which is proper to reason without appealing to the extremely 
questionable idea of God’s point of view. Therefore, we can say that the 
essential feature of second nature—or more correctly, of rational second 
nature—is the human ability to grasp cognitively the causal goings-on 
that are part of both first and second nature. Second nature is the purely 
natural ability to adjust our beliefs and actions to the knowledge of the 
causalgoings-on which dictate our lives. In short, rational16 second nature 
is the knowledge of the first.

As I have argued elsewhere (Dimitrakos, 2020), my account has two 
main philosophical consequences that diverge from McDowell’s liberal 
naturalist perspective. The first is that freedom, understood as a condition 
coextensive with the subject matter of normative explanations, is not an 
‘either you have it or you don’t capacity’ (Pippin, 2008, p. 214). There are 
various degrees of freedom that depend on our knowledge of the causal 

15 As I mentioned above (see fn 10), freedom is conceptually associated with autonomy 
and reason. Therefore, this proposition implies that scientific explanations are 
constitutive of our capacity for autonomy, i.e., for acting in accordance with right 
reason.

16 I want to stress that only the rational part of second nature can be identified as 
knowledge of the first nature. As we have seen, second nature can be divided into 
two domains: one that requires a kind of intelligibility not essentially different from 
that which takes first nature as its subject matter, and one that requires a kind of 
intelligibility that is proper to reason.
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goings-on that affect us. The more we know the physical, biological, psy-
chological, or sociological factors that affect our lives, the more we can 
endorse beliefs and undertake actions which can be considered as expres-
sions of our rationality, and consequently, our freedom. The second is that 
the layout of the space of reasons is historically changeable. This kind of 
historicism does not entail normative relativism. The idea of the histori-
cal changeability of the layout of the space of reasons does not necessarily 
entail the idea that moral or epistemic judgements can genuinely change 
truth-value or moral value when they change historical context. It just im-
plies the idea that the space of reasons is reorganized when new judge-
ments become candidates for truth-value or moral-value, as the result of 
the ongoing expansion of our empirical-scientific knowledge of the causal 
factors that dictate our lives.

Now, I would like to briefly explore the philosophical consequences of 
my account for the putative logical gap between ‘is’and’ought’ statements.

7. Blunting the Guillotine

The is/ought problem or gap is the central issue in contemporary me-
taethical conversations. It has its roots in what is often called Hume’s guil-
lotine (Black, 1964), which challenges the logical possibility of deriving an 
evaluative or ought-statement from premises that are exclusively descrip-
tive or is-statements. In a famous passage in Treatise, Hume writes:

In every system of morality, which I have hitherto met with, I have always 
remark’d, that the author proceeds for some time in the ordinary way of rea-
soning, and establishes the being of a God, or makes observations concerning 
human affairs; when of a sudden I am surpriz’d to find, that instead of the 
usual copulations of propositions, is, and is not, I meet with no proposition 
that is not connected with an ought, or an ought not. This change is imper-
ceptible; but is, however, of the last consequence. For as this ought, or ought 
not, expresses some new relation or affirmation, ‘tis necessary that it shou’d be 
observ’d and explain’d; and at the same time that a reason shou’d be given, for 
what seems altogether inconceivable, how this new relation can be a deduction 
from others, which are entirely different from it (Hume, 2007, 3.1.27).

As the passage makes clear, Hume considers the derivation of ought-
statements from is-statements inconceivable and he argues that the phi-
losophers who make such derivations need to provide an argument which 
shows the sustainability of this kind of inference. In other words, he takes 
it that the default position should be that we cannot deduce normative 
conclusions from descriptive premises. The ‘dominant historical interpre-
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tation’ (Bělohrad, 2011, p. 263) attributed to Hume the idea that no fur-
ther argument of this sort can be found and hence that the is/ought gap 
is unbridgeable. The ‘informal philosophical thesis that one “can’t get an 
ought from an is” or, less snappily, that purely descriptive premises never 
entail normative conclusions’ (Russell, 2022), is often called ‘Hume’s law’.

I would like to argue that Hume’s law seems to disregard the logical 
asymmetry between confirmation and refutation. Even if it is impossi-
ble to deduce an ought-conclusion from factual premises, it isn’t equally 
impossible to deduce the refutation of an ought-statement from is-state-
ments. Those are the cases where a normative error is revealed by the 
reduction of a normative explanation to a set of empirical-scientific ex-
planations. Let me use an example. Someone, say X, believes that gender-
based division of labor is right because men and women are substantially 
different. Therefore, they argue, this kind of division of labor takes ad-
vantage of the different skills and inclinations between people of different 
genders, and hence, maximizes the efficiency of the labor force in society. 
Let’s suppose now that X becomes familiar with sociology, history, and 
gender studies. X now realizes that his conviction that men and women 
have substantially different inclinations and skills was the result of his 
immersion in the dominant patriarchal ideology. He may now think that 
it was a mistake to believe that gender-based division is right. It’s not 
the case that we ought to follow a gender-based division of labor. The 
example shows, I think, that the gap between is-statement and ought-
statement is not completely unbridgeable. Even if it is a fallacy to make a 
deduction of the following sort:

Is-statement1
Is-statement2
-----------------
Ought-statement.

It does not follow that it is equally fallacious to make one of the fol-
lowing sort:

Is-statement1
Is-statement2
-----------------

It is not the case that [ought-statement].17

The question now is whether the proposition ‘it is not the case that 
[ought-statement]’ is a factual or a normative one. If my previous argu-

17 For instance, it is not the case that gender-based division is right. 
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mentation about the epistemic normativity and God’s point of view is 
sound, the propositions of the sort ‘it is not the case that [ought-state-
ment]’ are not mere factual propositions. Only the propositions of the sort 
‘it is not the case that we think/believe/suppose that [ought statement]’ are 
mere factual propositions. But, as I attempted to show above, the rejec-
tion of the philosophical presuppositions of scientific naturalism entails 
securing the distinction between being taken-to-be-justified and being-
justified, and thus the distinction between the propositions of the sort ‘it 
is not the case that [ought-statement]’ and the propositions of the sort 
‘it is not the case that we think/believe/suppose that [ought statement]’. 
Hence, there are at least some propositions of the kind ‘it is not the case 
that [ought-statement]’ which are normative and they can be deduced 
by factual premises.18 This means that the is/ought gap is not totally un-
bridgeable. By combining (a) the logical asymmetry of confirmation and 
refutation, (b) the rejection of the philosophical presuppositions of scien-
tific naturalism, and (c) the possibility of reduction of (at least some of) 
the normative explanations to a set of empirical scientific explanations, 
we can reach the conclusion that we can infer normative statements from 
factual premises.

Two remarks are necessary at this point. First, the epistemology of the 
refutation of ought-statements appears way more complicated than the 
epistemology of the refutation of is-statements. For instance, refuting the 
conviction that gender-based division of labor is right appears extremely 
more complicated than refuting the conviction that all swans are black. 
However, as the Duhem-Quine thesis and other lessons from the philoso-
phy of science teach, the refutation of factual propositions can be equally 
complex. Moreover, complexity is not the main point here. The point is 
whether or not there can be, in principle, an inference of normative state-
ments from descriptive statements. Propositions of the sort ‘it is not the 
case that [ought-statement]’ show that there can be.

Second, one may object that this kind of proposition offers only a neg-
ative determination. They inform us about what actions we should avoid 
rather than providing positive guidance about what we ought to do. But 
statements, the objection could continue, need to have positive content 
in order to be normative. I wouldn’t disagree with that. I am not suggest-
ing that propositions of the sort ‘it is not the case that [ought-statement]’ 
can exclusively provide the normative content that we need. Nonetheless, 
I argue that even if they don’t provide the entire content, it is difficult to 
deny that they do provide some content. As Hegel says in Logic, complet-

18 For instance, the sociological, historical, and other descriptive propositions about the 
dominant patriarchal ideology. 
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ing Spinoza’s famous motto that determination is negation (determination 
negation est), every negation is also determination.

The one thing needed to achieve scientific progress – and it is essential to 
make an effort at gaining this quite simple insight into it – is the recognition 
of the logical principle that negation is equally positive, or that what is self-
contradictory does not resolve itself into a nullity, into abstract nothingness, 
but essentially only into the negation of its particular content; or that such 
a negation is not just negation, but is the negation of the determined fact 
which is resolved, and is therefore determinate negation; that in the result 
there is therefore contained in essence that from which the result derives – a 
tautology indeed, since the result would otherwise be something immediate 
and not a result. Because the result, the negation, is a determinate negation, 
it has a content (Hegel, 2010, 21.38, emphasis in the original).

I think that this kind of relation between the normative and the factual 
creates a middle ground between scientific naturalism and idealism. This 
middle ground is necessary for liberal naturalism. The middle ground is 
created through a rejection of both the view that the domain of ought-
statements needs to be reduced to the domain of is-statements (crude nat-
uralism), and the view that ought-statements are absolutely independent 
of any factual information about the world (idealism). Liberal naturalism 
requires an intermediate position according to which factual statements 
about the world play a significant role in the determination of the norma-
tive content. However, they don’t exclusively dictate this content.

8. Conclusions

The account that I proposed here is necessarily incomplete. I am 
aware that a lot of philosophical questions concerning the relationship be-
tween factual and normative content need to be answered. For instance, 
apart from the factual content provided by the cases of reduction of a nor-
mative explanation to a set of empirical-scientific explanations, what are 
the other sources of determination of normative content for an account 
that aspires to be liberal naturalist? These questions disclose difficulties 
since they can reinstate the oscillation between crude naturalism and ide-
alism. Despite the difficulties though, I think that the way to articulate 
a coherent liberal naturalist account goes through the three theses I at-
tempted to defend here:

(a) Rejecting the idea that nature is coextensive with the realm of 
law is not sufficient in order to cope with the threat of scientific 
naturalism. We also need to reject the implicit idea that the re-
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ducibility19 of each and every normative explanation to a set of 
empirical-scientific explanations entails the eliminability of the 
domain of normative explanations.

(b) In the light of the abovementioned rejection, the human sciences 
should be considered as constitutive for our freedom rather than 
a threat to it. Rational second nature should be first and foremost 
understood as knowledge of the first nature.

(c) The is/ought gap is not absolute. Even if we cannot derive ought-
conclusions (i.e. conclusions that consists in ought-statements) 
from factual premises we can derive refutations of ought-conclu-
sions from factual premises.
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ERNEST SOSA’S TELIC 
VIRTUE EPISTEMOLOGY1

Abstract: Ernest Sosa’s work recently took the form of a theory of telic norma-
tivity. As he presents, telic normativity is inherent to actions and attempts that 
characterize human performances, being telic because they are aimed at ends and 
often normative because we say they are better if successful and, therefore, if they 
reach their objective. The specific aims of this paper are, at first, to show the core 
of his new theory, notably his model for evaluating epistemic performances, as-
sociated with the shifting of position in his work on epistemic modalities such 
as “sensitivity,””safety,” and “security.” In a second moment, we suggest how Sosa 
is going forward just after achieving the current stage of his reflection – that is, 
formulating a “dawning light epistemology.”

Keywords: Ernest Sosa, normativity, epistemic modalities, telic virtue episte-
mology, dawning light epistemology.

1. Ernest Sosa is one of the most important contemporary phi-
losophers. His intellectual contribution has been remarkable on 
the philosophical scene for around 60 years. Furthermore, it is a 
unique contribution. After all, since 1974, his work constitutes its 
proper field of reflection, the virtue epistemology, recently taking, 
in 2021, the form of a theory of telic normativity, which now, as a 
process in full swing, deepens as a Dawning Light Epistemology.

In this text, we will seek to present the unique model of normative 
evaluation of human performances, particularly epistemic performances, 
taking into account his 2021 book  Epistemic Explanations: A Theory of 
Telic Normativity and What It Explains. This model shows us how Sosa, 
on the one hand, always faced the challenges of the research program 
sparked by Edmund Gettier, not accepting tout court the reprimand to the 
program made by Timothy Williamson.

1 This research is supported by the Brazilian agencies CAPES and CNPq.
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To this end, we will briefly present (1) the characteristic features of 
the traditional definition of knowledge as justified true belief, (2) Get-
tier’s famous critique, and (3) Williamson’s objection. Such a succinct 
presentation highlights Sosa’s path, offering him only a context. Thus, 
on the other hand, we will show how Sosa developed a complex explana-
tion for a multifaceted phenomenon such as knowledge without limiting 
himself to a definition that would supposedly resist successive counter-
examples. He successfully established the normative frameworks of a 
taxonomy.

Given the scope of this text, we will not be able to address specific 
points we nevertheless mentioned. Sosa’s reflection is, after all, a constant 
work in progress. Moreover, even the recent publication of this normative 
model only propels him to the new steps that he has already presented at 
several conferences.

In this way, the specific aim of this presentation is to show a quintes-
sential aspect of his 2021 theory (notably, the normative model and the 
shifting of position in his work on epistemic modalities such as “sensitiv-
ity,” ”safety,” and “security”). However, it is also essential to indicate that 
Sosa is going forward just after achieving the current stage of his reflec-
tion – that is, now formulating a “dawning light epistemology,” with which 
he benefits a lot from his more recent and peculiar dialogue with Wittgen-
stein’s On Certainty.

2. Knowing is not as trivial as it seems. The term has different 
meanings, and it is often crucial to reduce it so that the epistemic 
aspect stands out. Let us take knowing here as an action focused 
on facts, whose truth would be presented through declarative sen-
tences. This is the meaning that interests Sosa throughout his ca-
reer. As a result, pragmatic components, however important they 
may be and despite the centrality they increasingly acquire in 
Sosa’s work, are subordinated to semantic aspects, being decisive, 
for example, the relationship between the notion of knowledge 
and notions such as evidence, belief, and justification. Knowing 
would be, then, for Sosa, equivalent to getting it right through 
statements.

Some conditions are primarily accepted, as stated by the traditional 
view of knowledge as Justified True Belief (JTB). (i) For something to be 
known, it must occur and can then be represented in a true proposition. 
So, for something to be known, it must be true. There may even be knowl-
edge of what it is not, but precisely that it is not. The reflection is extensive 
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in the history of philosophy, as in the Aristotelian lesson that a proposi-
tion tells the truth if it says things are what they are or if it says they are 
not what they are not – a lesson, moreover, reiterated by Sosa: “What is 
not so cannot be known to be so: if anyone is to know that p then at a 
minimum it must be so, it must be true, that p.” (Sosa, 1994, p. xi)

Of course, the truth of p is thus a necessary but insufficient condition 
for knowledge. After all (ii), much of what is true goes wholly unnoticed 
and, therefore, unknown. We must take this into account and believe that 
something is (or is not) in order to know about it. A subjective act is re-
quired, manifesting as a belief or a judgment, whether or not it can be 
proven. Therefore, to believe that p  is also a condition for us to know p, 
but obviously, it is still not enough.

However, (iii) belief alone does not bring the truth. Furthermore, 
even the conjunction between belief and truth can be a coincidence, as 
when we get a multiple-choice question correct from a mere guess. In ad-
dition to believing that something is accurate, we need a justification for 
our belief – with which knowledge would be a true and justified opin-
ion. As said in Theaetetus, in a classic version of the traditional definition, 
the possibility of presenting a path to truth is also an indispensable fea-
ture of knowledge: “(...) when someone gets hold of the true judgment of 
something without an account, his mind is in a state of truth about it but 
doesn’t know it.” (Plato, 2014, pp. 95–96 (202c))

3. Suppose we were satisfied with this view of knowledge as Justified 
True Belief. In that case, we should only ask for more perfect jus-
tifications since merely to believe being justified is not objectively 
being justified – as believing in following a rule is not following 
that rule, to remember a Wittgensteinian dictum.

However, even that favorable JTB conjunction, although required, 
would be insufficient. With the famous Edmund Gettier’s 1963 paper, “Is 
Justified True Belief Knowledge?”, we learned better: the conjunction be-
tween belief, truth, and justification does not guarantee that, finally, we 
know. Gettier’s problem, with precision and clarity, would reveal the scan-
dalous inadequacy of the standard definition of knowledge.

The two counterexamples of his paper became immediate classics, 
one conveying logical consequence in a calculus structure of analyzed 
propositions and the other in a calculus structure of unanalyzed propo-
sitions. In both cases, long story short, the epistemic consequence does 
not follow the logical consequence, and so we may arrive at the truth by 
chance. Therefore, the subjective search for more objective justifications 
would not satisfy our epistemic claims, as even a justification according to 
logical inferential guidelines may fall short of knowledge.
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Taking the simple Gettieresque example of inference by addition, we 
have that, from the truth of ‘p,’ we can infer the truth of the disjunction 
between this proposition and any other since the truth of ‘p’ is enough to 
guarantee the truth of ‘p v q.’ The logical consequence is perfect. It is in-
different whether ‘q’ is true or false, being sufficient the truth of ‘p.’ How-
ever, the proposition ‘p’ being false, the truth of the disjunction is reached 
by mere chance, thus depending on the truth of ‘q,’ which was simply un-
known before. Our belief about the truth of ‘p v q’ would be accurate and 
justified, but it would not be a case of knowledge since it does not follow 
the pattern of the intended normativity that should surround our getting 
it right.2

4. Because of such undesirable possibilities raised by Gettieresque 
situations, a rich and specific research program has been devel-
oped with great technical sophistication, trying to answer this 
central question: What are the necessary and jointly sufficient 
conditions for us to have any knowledge and, therefore, for our 
eventual access to truth not to be a work of chance?

Indeed, a logical justification only sometimes carries with it epistem-
ic correctness. Whoever seems to arrive reasonably at the truth may still 
be threatened by illicit favors of fortune. So, from the 1960s onwards, we 
have a community prepared to use heavy analytical artillery to operate the 
minor technical aspects – an extensive community equipped with the ap-
propriate tools to get down to the nitty-gritty of what previously did not 
even seem like a problem.

Much ink was thrown into papers, re-editing (we must admit) a kind 
of scholasticism, now with analytical philosophy’s rigor and scientific fla-
vor. So, it seemed to some to be a relief to imagine that such a research 
program could cease.

After all, despite the results and valuable side products, the program 
awakened by Gettier came to be seen as perhaps idle or stimulated by an 
illusion. When someone thinks they have reached a safe place, they likely 
will face the truth that there are many ways of being wrong.

If someone, on the contrary, is justified, it would be expected that the 
consequences drawn from initial beliefs do not reach the truth by mere 

2 Sosa claimed that the Gettier problem was what first gripped him in epistemology. 
Indeed, he published one of the first reactions to the Gettier paper in 1964 and 
summarized its two examples: “Suppose S has good evidence for his belief that p, 
from which in turn he deduces that p v q. But, unknown to S, (~p) & q. So, all three 
conditions for knowledge specified in the view under examination are fulfilled; but 
we still do not want to say that Sknows that pvq.” (Sosa, 1991, p. 15)
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chance. In the case of luck, the beliefs being well founded, some inferen-
tial standard was disrespected. If so, the definition of knowledge would be 
in order. Although vague, it would be sufficient, even without indicating 
under what conditions it would be satisfied.

Nevertheless, being so, the definition itself would not rule out the 
possibility of a false justification, nor would it finally indicate what a rea-
sonable justification would be, just as the competence of archers would 
manifest itself in how they can hit the target, even though they may miss.

5. It is beyond our intention and almost impossible to recompose 
the research program’s very twists of examples and counterexam-
ples. We only intend to highlight one milestone in the program’s 
evolution, Ernest Sosa’s virtue epistemology,3 which offers, for 
instance, a sufficient response to one of the strongest objections 
to the program itself, the criticism of Timothy Williamson,4 who 
believes that it is not possible to submit the notion of knowledge 
to an analysis, seeming to return the notion to the condition of a 
truism, without which would not even be possible to think and 
which, therefore, we fail to analyze.

Despite the strong influence of Williamson, with his formula of great 
rhetorical appeal (knowledge first!), the program remains alive, although 
now more for its stability than for its effervescence. After all, Williamson 
would only be right if our task were to look for definitions in the form of 
necessary biconditionals.

Moreover, the race would be vain and idle if we were hunting for 
counterexamples in which the equivalence between a justified true belief 
and knowledge would be false. In this case, above all, the notion of knowl-
edge would be present in some way, even in a non-obvious way, in the 
examples of justified true belief, whose description would supposedly rule 
out such a possibility:

3 Facing the challenges posed by the analysis of knowledge, Sosa developed a path all 
his own with the proposition of a virtue epistemology, which is markedly normative. 
This truly original elaboration has its inception, we believe, in 1974, with the text 
“How do you know?”. The famous 1980 text, “The Raft and the Pyramid,” is also 
recognized as a seminal document of its genesis, so Sosa’s epistemology of virtues 
can have two beginnings, both deserving of wide celebration. Regarding these two 
origins and the characteristic features of Sosa’s epistemology of virtues, see our 
paper Salles, J. C. “The Amazing Mr. Magoo: To celebrate Virtue Epistemology’s 
50th anniversary,” published in Spanish, with the translation by Carlos Caorsi, as “El 
increíble Sr. Magoo: Para celebrarel 50 aniversario de la Epistemología de la virtud,” 
RevistaÉlenkhos, Vol. 6, N. 2, December 2023.

4 Timothy Williamson’s Knowledge and Its Limits is deservedly one of the most 
influential contemporary epistemology books.
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So, the interesting philosophical analysis of knowledge would go beyond the 
mere correlation of K with JTB, even beyond the proposed necessary correla-
tion of K with JTB. The interesting philosophical proposal would be rather 
of the following form:
K is present, when it is, in virtue of, or grounded in, JTB. Or: Always, when 
JTB is present, then K is thereby present. And, moreover, when K is present, 
that is because JTB is present. (Sosa, 2023a, p. 2)

Even admitting that Williamson was correct in many aspects, Sosa 
then states: “epistemologists interested in Gettierology were addressing 
interesting philosophical explanations of how knowledge comes to be, of 
how it is metaphysically grounded.”(Sosa, 2023a, p. 2) In short, we are not 
in the game of mere analysis, but in that of philosophical explanation – a 
game that shall never cease and always needs justification. In other words, 
the normativity of the epistemic endeavor sustains its proper relevance 
and continuity – something that Sosa’s theory of normativity beautifully 
exemplifies.

6. Let us show a few traits of Sosa’s theory of telic normativity.

First, his defense of such an explanatory exercise (never dissociated 
from analysis) implies preserving one specific aspect of the philosophical 
activity of analyzing knowledge, namely, its normative dimension tanta-
mount to understanding knowledge as a unique example of human action 
aimed at purposes – which is, moreover, better exemplified by alethic pur-
poses. Therefore, Sosa’s theory of general human performances reiterates 
essential traits of a normative perspective when applied to knowledge.

Of course, normativity has several meanings, but, in any case, if we 
think about epistemic normativity, it is appropriate to emphasize that 
truth has a normative tint. Remembering Anselm’s lesson, something is 
true when it is as it ought to be. Thus, in the end, the truth is a matter of 
correctness, the correctness appropriate in each instance. A proposition 
normatively must be able to mean what it intends to express with it, just as 
it must be able to express, when declarative, how things are; that is, it must 
be able to saywhathappens correctly. (Cf. King, 2006, pp. 214–219)

So, we can use the notion of normativity in epistemology’s field in a 
somewhat limited but quite reasonable way, indicating with it the select 
set of procedures adopted when we aim to achieve the truth competently 
and thus obtain knowledge. Thus, “epistemic norms” are simply the pro-
cedures we follow when thinking and reasoning competently.

Second, Sosa’s model for evaluating performances makes evident, be-
ing normative, the central phenomena of a telic theory, such as attempt, 
success, competence, aptitude, and achievement:
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If an archer shoots at a certain target, we can assess that shot in various re-
spects. First, does it succeed? Does it hit the target? Second, how competent 
is the shot? The arrow may exit the bow with an orientation and speed that 
would normally take it straight to the bullseye. Even if a gust diverts it, the 
shot might still be competent. It can be adroit without being accurate. And it 
can be accurate by luck, without being adroit. But even a shot that is both ac-
curate and adroit might still underperform. An arrow adroitly released from 
a bow may be headed straight to the bullseye when a gust diverts it so that it 
would now miss the target narrowly, except that a second gust eases it back 
on course. The archer succeeds in that attempt to hit the target, and the shot 
is also competent, as the arrow leaves the bow perfectly directed and with 
the right speed. But the shot is accurate because of the lucky second gust, 
with a distinctive luck that repels competence. (Sosa, 2021, p. 18)

However, this is more than a simple example among many others. 
Sosa offers us a general model for the normative evaluation of human per-
formances, a model that becomes even clearer when the telic horizon of 
performance is also alethic – a normative model for evaluating human 
performances aimed at goals and, in particular, an evaluation of the action 
of the epistemic agent. Triple AAA, therefore, is a normative model, an 
almost grammatical criterion on identifying a result with the agent’s merit, 
a measure of attribution of responsibility and the meaning of the act itself.

7. Telic normativity is inherent to actions, such as attempts that 
characterize human performances.5 It is telic because they aim 
at ends and often normative because we say they are better if suc-
cessful and achieve their objective. It is also better for attempts 
to manifest competence and achieve success through competence, 
not by chance.

That is why we prefer persuasion to the use of force, an excellent diag-
nosis to mere guessing, the expert’s advice to the charlatan’s opinion. Also, 
we attribute merit to regular athletic performances rather than casual suc-
cesses. After all, as Sosa reminds us, “to reach Larissa through ignorant 
luck is not to flourish.” (Sosa, 2015, p. 142)

In light of a theory of telic normativity, the model accounts for per-
formances in general and, in particular (as in the case of competing air 
gusts), of Gettieresque situations. The approach is, therefore, entirely nor-
mative, with prescriptions such as

1. It is better to be competent than inept;

5 “Telic normativity is inherent in action, in attempts. An attempt is “better” (as an 
attempt), a better attempt, if it succeeds than if it fails; better if competent than if 
incompetent; and better if its success is apt, through competence rather than luck. 
This all seems trivial for instrumental, end-relative normativity.” (Sosa, 2023b, p. 189)
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2. It is also better to be successful than not to be successful;
3. Even better is to succeed based on our merit, our competence, 

and how appropriate our action is.

A telic and epistemic gesture following this model can then be de-
fined as:6

a) not being knowledge (or not being an act creditable to the 
agent), if:
1) ~Accurate, ~Adroit and ~Apt (like a blind shot that fails);
2) Accurate but ~Adroit and ~Apt (like a blind shot that hits the 

target);
3) Adroit but ~Accurate and ~Apt (like a shot made competent-

ly but which deviates from the target);
4) ~[Adroit and ~Accurate, but Apt] (The negation of the con-

junction indicates that it is a grammatical limit of the model 
(to use a Wittgensteinian expression), as it indicates some-
thing that, after all, can never occur. For it to be apt, it needs 
to be accurate and adroit as it is accurate because it is adroit.);

5) ~[Accurate and ~Adroit, but Apt] (Another grammatical lim-
it of the description);

6) Accurate and Adroit, but ~Apt (like a shot that reaches the 
target, but due to the effect of double bursts that compensate 
each other, this being the truly Gettieresque situation of a 
starting competence that is not maintained upon arrival, as 
the accuracy does not express competence, and it is not open 
to debate whether the presence of luck, in any case, suppress-
es telic credit);

A telic gesture can be defined as:

b) being knowledge (or an act creditable to the agent) at various 
levels or gradations if:
1) Accurate, Adroit, and Apt (thus, basic level of knowledge, ani-

mal knowledge, either because it does not involve reflection 
or because it is unsafe);

6 With minor differences (perhaps improvements), we recover below our interpretation 
of the telic model as a normative evaluation criterion, as presented before in our 
text “A Gnoseologiasegundo Ernest Sosa” (Revista Trans/Form/Ação, v. 44, p. 63–96, 
2021), from which we also took some of the following considerations about modal 
conditions for knowledge.
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2) Accurate, Adroit, and completely Apt (that is, reflective 
knowledge, which can be safe knowledge at a higher level, 
with safety no longer being a necessary condition for knowl-
edge but rather a distinctive note of the higher level of knowl-
edge, a security knowledge).

We then have a triple standard for evaluating performances (AAA), 
to which, by the way, is added a triple component of evaluating adroit-
ness, as the reliability of the competence depends on a more internal abil-
ity (skill, preserved even when we sleep), but which can be compromised 
by our effective state (shape) and by the concrete conditions in which the 
performance develops (situation).

Such a telic evaluation model also has practical applications. They are 
complex and far from automatic. However, the model serves as a nuclear 
formula for what can be charged to all human activity and what can be 
used for its evaluation, with the specifications and additions that prove 
necessary – sometimes, case by case. Such a model offers a broad per-
spective for evaluating performances, opening up an arc of questions that 
crosses every purpose-driven human endeavor. Therefore, Sosa states: 
“Our aim is a theory of knowledge that will fit a unified and broad-scope 
epistemology.” (Sosa, 2017, p. 210)

In this case, pragmatic aspects previously subordinated to epistemic 
aspects acquire unusual relevance to fulfill this broader purpose. It is no 
coincidence that Sosa’s work, in its current progress, benefits from a more 
intense dialogue like Wittgenstein’s On Certainty. As we will show in an-
other paper, the analysis of human performances makes Sosa’s reflection, 
together with Wittgenstein’s, move to the concrete ground of actions in-
volving language games amidst life forms. Then, it will come to the fore 
notions like “background conditions,””hinge propositions,” and “bracketed 
domains.”

8. As presented in Epistemic Explanations, the normative model ar-
gues the merit or responsibility of the epistemic agent and the 
agent in general. Reliability indicates the probability of an at-
tempt’s success, given the model’s components. That would be, 
let us say, a “safety condition” so that an attempt results in a hit, 
being harmless to luck. Let us quickly recover the reasons for in-
troducing the modal notion of ‘safety’ for knowledge evaluation.

One way of analyzing knowledge was to propose a modal addition 
by which belief would acquire an uncontroversial characteristic note that 
would elevate it to the rank of knowledge. For this, for example, the be-



82 | João Carlos Salles

lief should be sensitive so that, if it were not true, we would not have it 
(~p→~Bp) – if not p, then we would not believe that p. (Nozick, 1981)

Now, the condition of sensitivity is hardly sustainable and cannot re-
sist skeptical threats. If there is sensitivity, if the facts were different, our 
senses (our gauges) would show something different. If what happens, if 
reality were different, the appearance would be different, and, therefore, 
our beliefs would be different.

However, the epistemic agent would be powerless in the face of the 
skeptic’s claim that our experience can be illusory and misleading. In 
this case, our instruments would not indicate any change. They do not in 
themselves indicate, in the skeptical scenario, that they are disconnected, 
and we do not, after all, have access to the fact of access itself, as we have 
no connection with the connection – in short, we are not sensitive to the 
fact presupposed by the condition of sensitivity.

To avoid such an undesirable upshot, Sosa replaced sensitivity with 
a distinct epistemic modality, safety (Bp→p). As sensitivity and safety are 
not equivalent, it seemed advantageous that novelty7 – namely, a belief 
capable of postulating the knowledge condition would be one such that 
we would have it only if it were true. Later, Sosa admitted that a belief can 
yet constitute knowledge, even if unsafe because it is overdetermined, but 
this applies only to the circumstance of so-called “animal knowledge.”

For instance, imagine that a baseball player’s performance would be at 
risk because of the imminence of a power outage during a game. Can this 
risk deny the player’s credit for hitting the ball? Can mere danger similarly 
suppress our epistemic capacity and our telic credit? Not at all. This con-
fusion between knowledge and the presupposition of knowledge would 
lead us to suppress the possibility of human knowledge, its consequence 
being even more absurd, namely, the pure and straightforward assump-
tion of no possible knowledge.

If we are lucky enough to escape this most devastating danger, this 
luck does not compromise our performance; in this case, we are not being 
reckless. For instance, the imminent risk of an electrical blackout, which 
was not confirmed due to extreme luck, does not suspend the credit of the 
victorious athlete hitting a ball.

As a result, Sosa has recently insisted that not all luck corrupts a per-
formance – which, moreover, modifies the entire characteristic of the fa-

7 As Sosa explains in one of his most quoted texts, “[a] belief is sensitive iff had it been 
false, S would not have held it, whereas a belief is safe iff S would not have held it 
without it being true. For short: S’s belief B(p) is sensitive iff ~p → ~B(p), whereas S’s 
belief is safe iff B(p) → p. These are not equivalent, since subjunctive conditionals do 
not contrapose.” (Sosa, 1999, p. 146)
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mous Gettier problem. So, we can see that the possible abandonment of 
safety as a necessary condition for knowledge affects only the b1 clause 
(related to animal knowledge), being still a normative condition for full 
knowledge (i.e., our b2 condition of an epistemic gesture Accurate, Adroit, 
and completely Apt).

9. Let us summarily present some final considerations, either deriv-
ative of what we presented or signaling future steps we could not 
present in this paper.
(1) Normativity is at the basis of epistemic justification, which, as 

such, can both explain what it is to know and ipso facto justify 
the relevance of explanatory undertakings.

(2) Normativity touches on modal issues essential to judging re-
flexively in a chain of knowledge classification. The hierarchy 
of knowledge does not have strict philosophical interest; nev-
ertheless, being normative is far different from a mere tax-
onomy.

(3) The reflection ends by asking for more answers about the 
agent’s perspective to identify whether justified, for example, 
in suspending an action – and suspending a judgment is an 
exercise that can never be reduced to a mere causal impulse.

Thus, Sosa’s current reflection, which seeks to analyze the compo-
nents of a foundation in primary conditions for knowledge, reiterates the 
normative features of his all-encompassing perspective while taking a new 
step in his epistemology of virtues – now extended, improved, and ready 
to become a Dawning Light Epistemology, which will soon entirely de-
serve our attention.

A highly respected scholar, Tim Crane, announced to the Four Winds 
in a recent tweet: “I’m rather surprised to say this, but I think Ernest Sosa 
may have solved epistemology.” If Crane is correct (and we hypothesize 
that he is) and Sosa’s proposal has the intended scope, the limits of pos-
sible experience will have been redefined from an epistemic point of view 
as if Sosa carried out a kind of new Cartesian revolution.

To carry out such a “revolution,” Sosa does not disregard the fruits 
generated by the Gettiresque race in search of an analysis of sufficient and 
necessary conditions for what constitutes knowledge. However, by pre-
senting a normative model, his theory goes beyond a definition capable 
of resisting the invention of any counterexample. On the contrary, it ben-
efits from the very counterexamples that challenge it since it leads us to 
explanations of how what we call knowledge occurs. In its complexity, the 
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model situates different cases within its normative frameworks without 
imprisoning the different situations in the same straitjacket. The model 
allows us, on the contrary, a more flexible taxonomy through which the 
complexity of phenomena that involve knowledge can find its place within 
the framework of a well-established normativity.

Knowledge can be technically defined as an apt belief. In that case, this 
does not transform the work of analysis into the mere search for bicondi-
tional statements but instead allows the explanation of diverse manifesta-
tions and, therefore, of distinct classifications, which even incorporate dif-
ferent modal gradations. Thus, being clear about what knowledge is not, 
we are also better informed about what, for instance, animal knowledge, 
reflective knowledge, and full reflective knowledge can be.

In any case, true or false, Crane’s statement is powerful. It is equiv-
alent to claiming the proof of a theorem that has resisted for centuries 
or that a consolidated theory has been refuted. However, in this case, the 
statement is more comprehensive. It challenges all of us (or, at least, the 
science community) to answer what knowledge ultimately is and to draw 
from it the consequences for the valuation of human activity in general. 
Crane’s claim is not self-proving; it does not follow from his academic au-
thority, but it certainly deserves some attention, as we have tried to grant 
here.
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MACHINES AND US: THE COMPARISON OF 
MACHINES AND HUMANS AT THE TEST OF 

THE PROBLEMATIC OF SOLIPSISM

Abstract: The first objective of this article is to propose a reflexion about the limits 
of the comparison or analogy or metaphor between humans and machines. This 
comparison which runs through the history of European philosophy (Aristotle, 
1995, 1253b23; Descartes, 2006, pp. 157–159; Onfray de la Mettrie, 1996, 3–39; 
Kant, 2007, §65; Lewis, 1934, p. 144; Sartre, 2003, p. 248; Wittgenstein, 1947, Ts-
229, 448), is basic for functionalism, and central for the development of medical 
sciences. For the distinction between parts of living bodies, in particular, between 
organs, involves the consideration of distinct and mutually compatible biological 
ends, whose coordinated functioning together renders satisfaction possible. How-
ever, although the affirmation of the comparability of these two types of cases is 
not problematic as such, the affirmation of the identity or indistinctness of these 
relations is not without posing problems, whether conceptual or practical. If hu-
mans are under some aspects like machines and inversely, as some tasks are real-
izable by humans or machines, another thing is to suppose affirming that humans 
are machines, or that machines are humans (see C. I. Lewis, 1934). The stake of 
this point is considerable, for its range is not only the literality of the personifica-
tion involved by the humanization or biologization of machines as robots (for 
we are not surprised by saying that such robot sweeps, achieves actions, smiles), 
but also that the depersonification involved by the machinization or metaphorical 
dehumanization of humans (whether to express an appreciation of the realization 
of a task by a person or to express the horror and the inhumanity, the absence of 
emotions involved by the realization of an action by a person). But its range also 
concerns: the extension of our concept of autonomy, the asymmetry of our rela-
tions to rules, principles, laws, of humans and machines, and in fact to a stronger 
extent our concept of relation. The question is thus whether this comparison, per-
tinent under some aspects in some contexts for certain ends, could have been 
adequate, turned out not be a comparison at all, such that the metaphorical could 
have become in such cases, literal. This affirmation could have seemed entirely in-
compatible with new possibilities of liberation rendered possible by technological 
innovations. In reality that is not the case since these possibilities are understood 
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as such against the background of precedent possibilities. The problem we then 
shall pose is the following: to which extent does the comparison or metaphor or 
analogy of human machine render possible the necessarily nonrestrictive limits of 
intelligibility? What are the limits of this comparison? To which extent does the 
recourse to this comparison turn out beneficial? To contribute to the resolution 
of this problem, I shall propose to put the comparison between machines and us 
and of us with machines at the test of the problematic of solipsism. To achieve 
this task, I present the criticism made by Lewis of solipsism (1934), and then pre-
sent Turing’s critical reconception of solipsism (1950). I then attempt to establish 
the way in which Wittgenstein, with his criticism of solipsism (1953), functional-
ism, and reductionism, solves the problems encountered by the conceptions of 
solipsism of Turing and Lewis.

Keywords: artificial intelligence,  consciousness, C. I. Lewis, machines, solip-
sism, A. Turing, L. Wittgenstein.

Introduction1

This first objective of this article is to propose a reflexion about the 
limits of the comparison or analogy or metaphor between humans and 
machines. This comparison, which runs through the history of European 
philosophy(Aristotle, 1995, 1253b23; Descartes, 2006, pp. 157–159; On-
fray de la Mettrie, 1996, 3–39; Kant, 2007, §65; Lewis, 1934, p. 144; Sartre, 
2003, p. 248; Wittgenstein, 1947, Ts-229, 448), has been studied (cf. Ken-
nedy, 2022), and is basic for functionalism and central to the development 
of medical sciences. The distinction between parts of living bodies, in par-
ticular, between organs, involves the consideration of distinct and mutu-
ally compatible biological ends, whose coordinated functioning together 
renders satisfaction possible.

However, although the affirmation of the comparability of these two 
types of cases is not problematic as such, as the comparability and even-
tually the similarity of relations between wholes and ends is involved by 
scientific and engineering practices (for example, the wing of the plane is 
like the wing of the bird and inversely), the affirmation of the identity or 
indistinctness of these relations is not without posing problems, whether 
conceptual or practical. If humans are under some aspects like machines 
and inversely, as some tasks are realizable by humans or machines, an-
other thing is to suppose affirming that humans are machines, or that ma-

1 Many thanks to Donald Cornell, to the reviewers, and to the editors of this volume 
for their helpful remarks and criticisms about this text.
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chines are humans. And it is uncertain that whoever achieved or even, 
strictly speaking, tried or could have tried such affirmation.2

The stake of this point is considerable, for its range is not only the 
literality of the personification involved by the humanization or biologiza-
tion of machines as robots (for we are not surprised anymore by saying 
that such robot achieves actions as sweeping, smiling, etc.), but also that 
the depersonification involved by the mechanization or metaphorical de-
humanization of humans (whether to express an appreciation of the reali-
zation of a task by a person or to express the horror and the inhumanity, 
the absence of emotions involved by the realization of an action by a per-
son). Its range also concerns: the extension of our concept of autonomy, 
the radical asymmetry of our relations to rules, principles, and laws, of 
humans and machines, and in fact to a stronger extent our concept of re-
lation. Another way to formulate the conceptual difficulty (as is ordinar-
ily, frequently, commonly “verified” that we are “humans” in our ordinary 
internaut uses), is that of the indeterminacy of what we do when we lend 
to machines what we know of other humans, and of what we do when we 
lend to humans what we could not, strictly speaking, have ignored of ma-
chines, conceived to render possible either the better execution of some 
tasks, or the simple execution of some tasks (strictly speaking unrealizable 
by humans without their intermediacy).

The question is thus whether this comparison, pertinent under some 
aspects in some contexts for certain ends could have been adequate, 
turned out not to be a comparison at all, and the metaphorical could have 
become in such cases, literal. Surely, numerous technological innovations 
(biological computers, interfaces, and tools adjunctive to human bodies) 
render, for some conceptions, to some extent porous (cf. Kennedy, 2022) 
conceptual distinctions that could have seemed sealed, and mutually un-
communicative. Yet, if the open-endedness or intrinsic evolutivity of lan-
guage is undeniable, it is uncertain that in the case of the comparison of 
humans and machines, we could have had to grant that this comparison 
could have ceased to be one, and became a unique literal means of expres-
sion. This affirmation could have seemed entirely incompatible with new 
possibilities of liberation rendered possible by technological innovations. 
In reality that is not the case since these possibilities are understood as 
such against the background of precedent possibilities: the intelligibility 
of history as social and objective science is tied to this point. The problem 

2 This negation might seem incompatible with some uses of the metaphor between 
humans and machines, as that, for example, of Wittgenstein (1947, Ts-229, 448), but 
one central purpose of this article is to propose the epistemological elucidation that it 
is not. On this see also Bouveresse (2022, pp. 259–260).
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we shall then pose is the following: to what extent does the comparison or 
metaphor or analogy of humans and machines render possible the nec-
essarily unrestrictive limits of intelligibility? What are the limits of this 
comparison? To which extent does the recourse to this comparison turn 
out beneficial?

The response to this question is also important to think about some 
structural similarities of debates about ecological or climatic catastroph-
isms in relation to the development of artificial intelligence: similarly to 
ways in which catastrophistic narrations about climate provide occasions 
to think of the reality of the ecological emergency, catastrophistic nar-
rations about artificial intelligence provide occasions to think the reality 
of the possibility of conceptions and detrimental uses of artificial intel-
ligence. This is not unrelated to the fact that environmental or techno-
logical misuses are too often causes of environmental or technological ca-
tastrophes. But equally important is to remark that such catastrophisms 
should not be held as the presentation of some paralyzing aspect of reality 
in any sense whatsoever. Not only the transformations of facts (by con-
trast notably with the analyses or the explanations of facts) but also the 
misleading presentations of false facts as true, exaggerations (as under-
evaluations) neither substitute nor could have substituted for the concep-
tion of artificial intelligences or for ways in which artificial intelligences 
can contribute to the resolution of environmental problems.

To contribute to the realization of this task we shall propose to put 
the comparison between machines and us and of us with machines at the 
test of the problematic of solipsism. To achieve this task, I shall first pre-
sent the criticism made by Lewis of solipsism in”Experience and Mean-
ing”(1934). I shall then present Turing’s critical reconception of solipsism 
in “Computing Machinery and Intelligence” (1950) and propose a critical 
assessment of this conception against the background of philosophical re-
sults achieved earlier by Lewis. I will then attempt to establish the way in 
which Wittgenstein’s criticism of solipsism, functionalism, and reduction-
ism in the Philosophical Investigations solves problems centrally encoun-
tered by the critical conceptions of solipsism of Turing and Lewis.3

3 The notion of machine is not used in any theatrical sense throughout the text. The 
proposed approach is both critical of the very reductive criticisms of theatricality 
involved, for example, by Fried’s notion of theatricality, and of the very inflationist 
conceptions of theatricality involved in some conceptions that allegedly would 
continue or have achieved the criticism of the Enlightenment. Theatricality is neither 
a problem nor a solution per se. But, as I shall attempt to render clearer in the 
third part of this text, in which I shall present a study of Wittgenstein’s criticism of 
solipsism, self-estranged theatricality is delusory.
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1. The critical conception of solipsism of C. I. Lewis

1.1. The problem of the solipsistic supposition according
   to which we ‘are’ machines

“To repudiate all such transcendence is to confine reality to the given, to land 
in solipsism, and in a solipsism which annihilates both past and future, and 
removes the distinction between real and unreal, by removing all distinction 
of veridical and illusory” (Lewis, 1929, p. 183)
“Descartes conceived that the lower animals are a kind of automata; and 
the monstrous supposition that other humans are merely robots would have 
meaning if there should ever be a consistent solipsist to make it. The logical 
positivist does not deny that other humans have feelings; he circumvents the 
issue by a behaviouristic interpretation of “having feelings.” He points out that 
your toothache is a verifiable object of my knowledge; it is a construction put 
upon certain empirical items which are data for me – your tooth and your 
behaviour. My own toothache is equally a construction.” (Lewis, 1934, p.144)

C. I. Lewis expressed in 1929 a critical diagnosis of solipsism: Sol-
ipsism would be a position where one would arrive as the result of a re-
pudiation – of a refusal – of “transcendence”. Such a would-be position, 
solipsism, thusly reached (inasmuch as Lewis presupposes that we can dis-
tinguish solipsisms), would involve: the annihilation of past and future, 
and the removal of the distinction between the real and the unreal as the 
outcome of the removal of any distinction between the veridical and the 
illusory. Among conceivable and eventually conceived solipsisms, such 
solipsism would be peculiarly unbeneficial, and delusory. For the rejec-
tion of every distinction between the real and the illusory, incompatible 
with the reality of past and future, can seem to leave as our only option 
a self-contradictory assumption according to which only the present and 
whatever is presently and sensorially available could exist (metaphorically 
“given” to mind). But if whatever is sensorially available to us is all that is 
real, then whatever is not sensorially available to us is not real. So accord-
ing to the conception of solipsism, devised and critically diagnosed by 
Lewis, we either would have to acknowledge “transcendence”, that is, that 
the real could not possibly reduce to the sensorially available, or could not 
think a distinction between the veridical and the illusory, the real and the 
unreal, the past and the future. Conceptual distinctions of relevant oppo-
sites could but should not be entirely suppressed. There would be the pos-
sibility of delusory entrapment within a possibility that is not a possibility.

Lewis attempted to this extent to account for a distinction between a 
conception of solipsism which is inherently delusory, from a philosophi-
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cal acknowledgement of (the reality of) reality: the idealism presented by 
“the world is my idea” could not ultimately but turn out to be acknowl-
edgement of the fundamental and natural similarity between the idea of 
the world of an individual person, and the world whose idea is that of an 
individual person.4 But Lewis did not render explicit in 1929 the motives 
of his critical conception and diagnosis of solipsism. He proceeds to such 
clarification in 1934, in the above quoted passage. He there argues that 
among solipsisms, a much more problematic solipsism would consist in 
the supposition that humans could not and would not be anything but 
robots. Thereby Lewis leaves aside the traditional characterization of sol-
ipsism, which would consist in the claim that a single person could be the 
only reality there is, and of which Schopenhauer had earlier argued that it 
would be claimed only in psychiatric institutions. According to the con-
ception criticized by Lewis, any attempt to identify another human would 
necessarily fail and amount to an attempt to misidentify a robot – and not 
the opposite.5 Any attempt to distinguish other humans from robots and 
robots from other humans would necessarily fail. Lewis does not unfold 
his diagnosis, but the difficulty is easily expressed: unlike humans, robots 
are tools conceived and produced to achieve the automatic achievement of 
tasks according to human desires, some of which are unachievable other-
wise. The result of the negation of the conceivability of a distinction be-
tween robots and humans, the affirmation of the reducibility of humans to 
robots cannot but raise multiple problems concerning our relations. For, 
although some humans have engendered some other humans, no human 
has engendered every other human. No robot has engendered or could 
engender a human. Every robot has been produced by humans or by other 
robots, themselves produced by humans. Humans could not be reducible 
to tools, may have their own conceptions of which they are more or less 
conscious, and have their own desires and ends. Conceptions according to 
which humans could be produced for nothing but the satisfaction of the 
desires of other humans, and peculiarly, of their genitors, are abnormal: 
human procreation could not be reducible to slave production.

Two important aspects of the criticism made by Lewis of solipsism are 
to be considered. Lewis not only argues in favour of a distinction among 
solipsisms, but also among solipsists, according to the eventual consist-
ency of claims and actions. The mere affirmation of the reducibility of 

4 An approach which is relevantly comparable with that of Wittgenstein in the 
Tractatus (2003, 5.62) which inspired Lewis.

5 Considering the direction of the use of the comparison of machines and humans 
to explain the criticism of Lewis matters – as remarked by Bouveresse about 
Wittgenstein’s approach (2022, p. 259).
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the only reality there is to oneself by a person is not coherent, as earlier 
brought out, and such incoherence is prima facie manifest: such solipsism 
would involve simultaneous negation of the previously considered solip-
sistic affirmation and inversely. But Lewis (as Sartre in 1943 with Being 
and Nothingness, Part 3) also considers the eventuality of solipsistic main-
taining of (solipsistic) inconsistency. Indeed, Lewis considers a difficulty 
with respect to the activity in which “supposing”, and its results – “suppo-
sitions” – consist. A supposition results from an eventually expressed and 
eventually collective activity of thinking a truth. And in many ordinary, 
unproblematic and desirable cases, the truth of a fact is not and could 
not be dependent upon the decision of someone else. Thus, at first sight, 
Lewis can seem to be claiming that, as the achievement of a supposition 
by someone is directly dependent upon the action of only one person and 
no one else, the supposition that humans are merely robots can success-
fully be achieved by whoever thusly supposes. All cases considered: either 
a person supposes that humans are robots, or a person does not suppose 
that humans are robots. If we grant that the negation of the conceivability 
of a distinction between humans and robots is monstrous, in the sense 
of problematically abnormal, then its achievement cannot be really suc-
cessful. But then the true answer of the question “Can one relevantly and 
successfully achieve the negation of the distinction between robots and 
humans?” could seem to remain indeterminate, as could seem relevant 
to negate the relevance of the previously expressed conditional for practi-
cal purposes. This is the difficulty addressed by C. I. Lewis just after the 
quoted passage.6 The question of the determinacy of the true answer to 
the question “Can the distinction between robots and humans be negat-
ed?” could be, according to logical positivism, circumvented by means of 
a behaviouristic interpretation:

“The logical positivist does not deny that other humans have feelings; he 
circumvents the issue by a behaviouristic interpretation of ‘having feelings.’ 
He points out that your toothache is a verifiable object of my knowledge; it 
is a construction put upon certain empirical items which are data for me – 
your tooth and your behaviour. My own toothache is equally a construction.” 
(Lewis, 1934, p. 144)

According to such a picture, human relations could be reducible to 
partially communicative behaviours of humans which would consist in the 
sensorially accessible part of otherwise inaccessible data of humans about 

6 This difficulty is also addressed by Sartre who explicitly presents behaviourism as 
solipsism put into practice (2003, 253) and also, as we shall see, by Wittgenstein 
(2009, §420).
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each other. The difficulty brought out by the circumventing pointed out 
by Lewis is that the affirmation that the feelings of others can be accessed 
only indirectly – through behaviours – cannot but have consequences 
with respect to the evaluation of a human’s own feelings by oneself:7 if 
the feelings of others are mental objects, constructions which are forever 
only partially accessible to an individual person, then one’s own feelings 
are also constructions which are forever only partially accessible to others, 
and eventually to that individual person oneself. Multiple difficulties arise 
from such an unreflexive “strategy”: among which notably mutual aliena-
tion, devaluation of knowledge, and possibly destructions.8

1.2. Is the moralistic rejection of the comparison of humans
   and machines philosophically receivable?

Humans-to-machines reductionism is, on Lewis’ terms, “monstruous” 
in that strictly carried out, such conception involves for practical purpos-
es the self-contradictory negation of the conceivability of any distinction 
whatsoever between (other) humans and machines. The neglect of this 
problem has consequences with respect, notably, to our understandings of 
our experiences (as shared common experiences would be unintelligible 
as such), to our respective knowledges of others (which also would be un-
intelligible as such). “Reduction”, in this sense, ultimately leads to mutual 
alienation, devaluation of knowledges, and eventually to destructions. To 
this extent, Lewis raised the question of the identity of methodological 
solipsism with solipsism, a question to which Putnam, Sartre, Descombes, 
and Wittgenstein also provided positive answers (Sartre, Being and noth-
ingness, 2003, p. 253; Putnam, “Why reason can’t be naturalized”, pp. 236–
7, 1996; Descombes, La denrée mentale,1995, p. 289; Wittgenstein Philo-
sophical Investigations, §420): Methodological solipsism, mere internalism, 
reductionism with respect to mind (other minds) is not ultimately distinct 
from solipsism.9

7 See Uçan (2016) on this.
8 These problems, which are related to problematic skepticism, contrarianism, and 

denialism are further considered and exemplified in the second part of the present 
article.

9 This way of expressing their common criticisms could not conceivably reduce to a 
would-be “argument of authority”, and rather involves acknowledgment of the fact 
that distinct philosophers from different philosophical traditions have at diverse times 
and places reached independently the same result in diverse ways with respect to the 
would-be distinction between “methodological solipsism” and “solipsism”: ultimately 
there is no such distinction. As shall be rendered clear in the third part of the present 
text, the sort of possibility of verification that would allegedly be necessary for the 
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Remarkably, Turing, with the attempt to render clearer that machines 
think, has done in 1950 under one description exactly that which Lewis ar-
gued against. That is to say, one thing is to compare humans and machines 
for the achievements of some ends, goals, tasks, and finalities, and another 
thing is to reject that distinctions between humans and machines can be 
achieved whichever are the considered ends, goals, tasks, finalities. Espe-
cially against the background of a tacit agreement to the traditional verti-
calist scala naturae conception of a hierarchy of lives according to degrees 
of complexity and soulfulness, the comparison of humans and machines 
may have seemed to unavoidably involve the breaking of a taboo. But does 
the approach for scientific purposes of relations of parts and wholes of or-
ganisms as mutually coordinated involve the negation of the receivability of 
the moralistic criticism of the comparison of humans and machines?

To reply exhaustively to this question, the precision of the sense of 
the question, and the consideration of distinct cases will prove benefi-
cial. The comparison of humans and machines is basic to functionalist 
achievements whose results are undeniable – notably in medical sciences. 
Inasmuch as we can compare parts of wholes of human organisms with 
parts of wholes of mechanisms constructed for definite ends or aims, we 
can distinguish functions and ends or coordinated parts of wholes.10 Such 
comparisons contribute to render conceivable the resolution of theoreti-
cal problems, required for practical resolutions of health problems, and 
the conception of preventive and curative practices, which can be institu-
tionalized. Whether such achievements do involve “metaphysics” can be 
asked. For as we shall see, although Turing rightly called into question 
moralistic ways of criticizing the achievability of the analogy of humans 
and machines for scientific purposes, this criticism was achieved by Tu-
ring with a misleading and distorted picture of other cultures, and espe-
cially of Islamic cultures, while Lewis had earlier argued that the resolu-
tion of the problem raised by the solipsistic supposition – “metaphysical 
solipsism” – required very limited, and more integrative, dependence to 
“metaphysics”:

“A robot could have a toothache, in the sense of having a swollen jaw and ex-
hibiting all the appropriate behavior; but there would be no pain connected 
with it. The question of metaphysical solipsism is the question whether there 
is any pain connected with your observed behavior indicating toothache.” 
(Lewis, 1934, p. 145)

establishment of the truth of solipsism cannot be possibly be verified and is not, 
could not be, a possibility of verification at all.

10 On the compatibility of the criticism of the sufficiency of at least some “‘mechanistic’ 
world-view” see Putnam (1975a, pp. 364, 366, 385).
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Lewis grants the conceivability of “metaphysical solipsism”, which 
would consist in the question of whether there is and could be any 
pain connected with an observed behaviour (for example, a behaviour 
indicating toothache). “Metaphysical solipsism”, as a solipsism, implies 
wrongly calling into question the existence of a connexion between an 
observed behaviour and pain. Such connexion could be unverifiable 
and unknowable. From the outset, the conception of “metaphysics” in-
volved by the “metaphysical solipsism” envisaged Lewis is very minimal. 
Unmoralistically, such conception involves just the acknowledgment of 
the commonality of the veridicality of the expressions of their pains by 
humans.11 Such a conception is compatible with any moralistic concep-
tion of the veridicality of the expressions of their pains by humans, that 
is, any conception according to which one must only veridically express 
that pain is felt by oneself because of some prescription, rule, law inter-
nal to a world-conception. Any such conception is indeed compatible 
with the existence of connexions between behaviours expressive of pains 
and experiences of pains (by contrast with the cases of machines and ro-
bots) and incompatible with fake expressions of pains by persons while 
no pain is felt by them.

The receivability of the moralistic criticism of the comparison of 
humans and machines is to this extent debatable: the mere rejection of 
the relevance of such comparison by appeal to a principle, religious or 
not, is not receivable since functional achievements (by contrast with 
functionalism) are not only conceivable but achieved and further will 
be achieved. The use of such comparison has a central place in the de-
velopment of medicine, for the autonomous development of persons, 
individual or collective (institutional). But moralistic criticisms of the 
rejection of any conceivable distinction whatsoever between machines 
and humans because of a prescription, rule, or law internal to a world 
conception present some truth, as the negation of the distinction be-
tween robots or machines and humans does not result, could not have 
resulted, in the indistinctness or abolishment of the distinction between 
machines and humans. Such criticisms seldom are satisfactory, at least, 
if the appeal to a prescription, rule, or law, is meant to coerce the ac-
knowledgment of the expression of pain as such, of the existence of a 
connexion between a behaviour expressive of the experience of pain, 
and the experience of pain.

11 “Any metaphysics which portrays reality as something strangely unfamiliar or beyond 
the ordinary grasp, stamps itself as thaumaturgy, and is false upon the face of it.” 
(Lewis, 1929, p. 10).
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2. The critical conception of solipsism of A. Turing

2.1. “Can machines think?”
As mentioned, Turing achieved, under a description, in “Computing 

Machinery and Intelligence”, exactly that which Lewis argued against. In 
this part, I will propose a philosophical and epistemological study of Tu-
ring’s conception and criticism of solipsism in that article. I will attempt 
to render clear that although Turing there established that machines can 
somehow be unproblematically said to think, that thoughts and actions 
can relevantly be ascribed to machines, the conception of solipsism there 
put forward is, to express the point in Lewis’ terms, “thin” (1929, p. 30). 
The reduction of the problematic of solipsism to one and only one of its 
aspects, socially regrettably enough contributed to the replacement of a 
philosophical conception of solipsism by an unphilosophical one, whose 
consequences are yet to be brought out, studied, and criticized. Turing in-
deed introduces a conception of solipsism, to carry out a criticism of sol-
ipsism, in one of the counter-objections to the objections to the argument 
proposed with Computing Machinery and Intelligence, namely, the would-
be objection that is called by Turing, “the argument from consciousness”. 
To critically assess this conception, let us first recall the problem posed 
by Turing and the replacement strategy proposed as an indirect means to 
achieve the resolution of the problem.12

After having proposed a consideration of the question “Can machines 
think?”, Turing considers a difficulty concerning an answer to this ques-
tion (Turing 1950, p. 433). Uncritical adherence to an understanding of 
the question employing definitions that somehow “reflect so far as possible 
the normal use of the words” would be scientifically and philosophically 
problematic. Sciences and knowledge do progress with linguistic uses – 
uses of words – which are neither necessarily incompatible nor necessarily 
compatible with, independent from uses that are normal or considered as 
normal within a community, a society, of linguistic practitioners. Were we 
to restrict ourselves only to available “normal use of the words”, novelty, 

12 This problem is deeply related to the relations of our conceptions of common 
sense with the one of Turing, inasmuch as (quasi-)paradoxically, common sense is 
necessarily debatable, open both to philosophical and unphilosophical contestations 
and acknowledgements. In that, Turing’s approach faces difficulties similar to the 
one of Sartre (2003, pp. 481-489) as their conceptions of common sense are not, at 
least, that common. Yet uncommon claims of common sense can desirably become 
common. For a historical and philosophical account of the development of Turing’s 
conception of common sense in relation to Wittgenstein see Floyd (2021).
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improvement, discoveries, and creations, would almost be impossible, cre-
ativity could be reducible to exhaustion of combinations of allowed moves 
predetermined by social norms, and social norms would be unquestion-
able, whichever these are. But, if we would merely reject available “normal 
use of the words”, similarly, novelty, improvement, discoveries, and crea-
tions would almost be impossible, as novelties, improvements, discoveries, 
and creations could not be expressed within, and eventually understood, 
by a community, a society of linguistic practitioners. Thusly posed, every-
thing can seem as if we are unavoidably entrapped in a predicament:

Either we accept that machines can think, reject “the normal use of 
the words”, the relevance of the examination of meanings involved by 
common uses of words. But then we might be led to assume that we must 
to rely on a statistical evaluation of the meanings of “meanings”. But then 
the justification of the answer could not be provided in any community 
anyway, and then both the meaning of the question and the end achieved 
by the asking of the question are lost.

Or we reject that machines can think, accept “the normal use of the 
words”, the examination of meanings involved by common uses of words 
as both relevant and sufficient. But then we cannot justify our answer ex-
cept by reiterating appeals to “the normal use of the words”.

Turing thusly presents a dilemma which could not be resolved and 
which would result from opposite demands: that of the uncritical ad-
herence to the common meanings of words for the sake of communi-
cation and critical rejection of the common meanings of words for the 
sake of novelty, discovery, and progress. Whether the phrase “machines 
can think” is true or false is a question that cannot, as such, be directly 
and satisfactorily answered. As a means for an indirect resolution of the 
problem raised by the question “Can machines think?”, Turing presents a 
replacement strategy with “the imitation game” (Turing, 1950, p. 433). In 
this “game” an interrogator has the objective to identify out of two per-
sons with whom communication is achieved from a distance and without 
visual contact, a woman and a man, who is a woman and who is a man, 
provided that the man will attempt to make the identification fail. Such 
a game should be considered as a correct replacement to the initial ques-
tion of whether the man is replaced by a machine.13 Such replacement 
of the man by a machine in the game can indeed result in a different 
outcome, which can justify a reassessment of the relative positions of the 
humans playing the game, and also the way in which both “the imita-

13 For historical and philosophical accounts of “Turing machines” see (Kennedy, 2021; 
Floyd, 2021, Mundici and Sieg, 2021).
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tion game” and the concept of game are to be conceived and understood. 
Drawing a conclusion from the previously mentioned difficulty related 
to the use of common definitions of words, Turing replaces the question 
“Can machines think?” by another “which is closely related to it and is 
expressed in relatively unambiguous words.” The questions, in fact, the 
allegedly equivalent questions, are the following:

“We now ask the question, ‘What will happen when a machine takes the part 
of A in this game?’ Will the interrogator decide wrongly as often when the 
game is played like this as he does when the game is played between a man 
and a woman? These questions replace our original, ‘Can machines think?’” 
(Turing, 1950, p. 434)

Turing proposes in this way to reconceive the relations between con-
cepts and applications. A satisfactory answer for the question “Can ma-
chines think?” could involve a reconception of our concepts both of hu-
mans and machines. That the interrogator is not in the vicinity of both the 
machine and the woman, rules out a sexist misunderstanding of the ex-
pression “who is a human”. The remarkable point to which Turing draws 
attention to is that “A machine can be constructed to play the imitation 
game satisfactorily” (Turing, 1950, p. 435), that is to say, a machine can 
be conceived and constructed to lure an interrogator into thinking that a 
woman is a man (no essentialism involved). Turing’s objective is indeed to 
render clear that automated and closely approximate replications of hu-
man actions by machines can be achieved (that is, indirectly by humans) 
(Turing, 1950, p. 438). Turing’s argument involves the acknowledgment 
that a machine that can replicate the behaviour of any discrete-state ma-
chine can be produced: “Provided it could be carried out sufficiently 
quickly the digital computer could mimic the behaviour of any discrete-
state machine” (Turing, 1950, p. 441).

A few conclusions can thus be drawn if Turing’s clarification that ma-
chines can necessarily rightly be ascribed thoughts and actions is accepted: 
it would be a mistake to suppose the possibility of beneficially reducing 
Turing’s problem to itself without considerations of application. The prob-
lem raised by the question “Can machines think?” does not, and could not 
reduce to the conceivability of the affirmation of the indistinction of ma-
chines and humans, or to the negation of the distinction of machines and 
humans. That there are games at which humans and machines can play 
together and which can both be won and lost by humans and machines 
does not imply that the distinction or difference between humans and ma-
chines can (relevantly or without loss) be rejected. On the contrary, the 
commonality of such situations implies that the personification involved 
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by the humanization or biologization of machines as robots (as when we 
say of a machine or robot that such machine achieves actions, as sweeping 
or similarly) could not imply its own literality.

It is relevant is to say of a machine or robot that such machine or 
robot achieves actions (which could be achieved by humans as well), that 
actions can relevantly be ascribed to robots or machines, since there is 
no relevant doubt with respect to the availability of a distinction between 
machines or robots and humans. The ascription of an action to a machine 
or robot is derivative in the sense that when a human person ascribes an 
action to a machine or a robot, that person does not ascribe an action (or 
expression) to a machine or robot which could eventually transform into 
or turn out to be a human. For then, there would not be any test of con-
cepts in their relation to their uses or applications.14 Actions in such cases 
are ascribed to a machine which has been constructed to render possible 
the automated (and eventually) better execution of a task which other-
wise would eschew to one or several humans, or of a task which otherwise 
would remain unachieved by humans (as some human actions necessar-
ily involve the mediation of the actions of machines to be achieved). The 
obviousness of such a point is probably more easily and better understood 
if one considers that: mechanisation or metaphorical dehumanization of 
humans, which involves the depersonification of humans at the occasion 
of the comparison of one or several machines with one or several humans, 
also has contraries, or “opposite poles”. Ordinary language uses do indeed 
involve distinguishing between: desirable cases in which, humans are ap-
preciated for their mode of realization or achievement of a task as, or even 
better than machines (as conceiving an artificial intelligence or winning a 
game of go), and undesirable cases in which, lived horror or inhumanity 
of humans is expressed due to their realization of a task or action whose 
realization by a human necessarily implies the rejection of felt or observed 
shared human emotions. To this extent, Turing might have, on this point, 
involuntarily underestimated the resources of our (common, ordinary, 
everyday) linguistic means, our “natural” languages.

Turing did, since the 50s, envisage the evolution of logical space, the 
space of possibilities, our possibilities, with respect to the fact that the as-
cription or attribution of thoughts and actions to machines by humans 
is unproblematic (Turing, 1950, p. 442). But less obvious is that Turing’s 
evaluation of one’s own question can be agreed with under one’s own 
terms. Obviously, the “original” question “Can machines think?” should 
be discussed – for example, regrettably enough, many people could lose 

14 The analysis of the test proposed with this article is different and independent from 
the one proposed by Gonçalves (2024).
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their work if such a question is not publicly addressed.15 Most probably, 
it is not senseless to consider that, in the 1950s, the question was too re-
mote from most persons’ lives, interests and concerns, to be considered as 
somehow linked and eventually determinative of their own conceptions 
of their lives. In that sense, Turing’s writing about one’s own question that 
this question is “too meaningless” could eventually be understood. Nev-
ertheless, such evaluation does not, and could not imply that there are, 
or could be, degrees of logic, logicity, logicality or logicalness.16 In that, 
Turing’s evaluation of one’s question is arguably in tension with Turings’ 
own achievements in “Computing Machinery and Intelligence”. No unac-
ceptable fact was involved in Turing’s expressions of one’s own concep-
tion of computers. No one would in any way deny jointly that computers 
have been constructed and do not exist. And remarkably enough, even 
contrarianist conceptions implicitly addressed by Turing in the objections 
section, would involve as a step of the conception of their destructive ef-
forts the acknowledgment of the existence of a targeted existence (As the 
buddhas of Bamiyan). In that, Turing’s conception of consciousness and 
solipsism, I will attempt to render clear, is not, and could not be success-
ful, turn out adequate.17

Let’s consider the “The Argument from Consciousness” that Turing 
wants to contest and of which Professor Jefferson is presented by Turing 
as a notable defender (Turing, 1950, pp. 445–447).18 The argument is that 
if a machine could write a poem or compose a musical piece because of 

15 That liberatory possibilities involved by the conception and the use of artificial 
intelligences (as the execution of some tasks can be automated and dispensed 
with) should not make us forget that the challenges thereby raised present social 
significance: the realization of the antic dream of the liberation from repetitive 
work is no more than it was, a wish whose realization would be, as such, relevantly 
available to every one (Aristotle, 1995, 1253b23).

16 On this, Lewis’ criticism of the alogical is to be reminded: “Sometimes we are asked 
to tremble before the specter of the “alogical” in order that we may thereafter rejoice 
that we are saved from this by the dependence of reality upon mind. But the “alogical” 
is pure bogey, a word without a meaning.” (Lewis, 1929, p. 246).

17 The first, narrowly theological objection considered by Turing, consists in denying 
that animals or machines can think on the basis of the affirmation that only humans 
(by contrast with animals and machines) have souls or are soulful, and that thinking 
is a function of the soul (Turing, 1950, p. 443). This objection is of little interest 
for the problem posed and addressed in this article, and Turing’s question: “How do 
Christians regard the Muslim view that women have no souls?” at best is expressive 
of a distorted picture of Islamic cultures. As a clue of a conceivable reply, the falsity 
of the question can be established by the true affirmation by a person, whether a 
Muslim believer or not, to know someone who is Muslim and believes that women 
have souls, that women are soulful.

18 For a study of the context of the debate between Turing and Jefferson see Gonçalves 
(2024, Sections 4.6 and 5.5).
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thoughts and emotions felt, then at least one machine could think or be 
considered conscious, and therefore machines could think, or be consid-
ered conscious. But, and the following was right when expressed by Jef-
ferson quoted by Turing, machines have not achieved such artistic produc-
tions. Thus, machines do not think, are not to be considered conscious. 
Maybe Professor Jefferson would have liked to add: “because machines can-
not experience, feel and act as we – humans – do” (underlining mine), but 
such addition would arguably render clearer a tension internal to Professor 
Jefferson’s conception. Turing’s interpretation is that such argument con-
sists in a rejection of the validity of the test. Turing achieves to render clear 
a difficulty in simultaneously attempting to maintain that machines can fail 
humans into determinate misidentifications (that is to say, machines not 
only can make someone believe that someone is anyone else, but also make 
someone believe that someone is someone else), and that machines cannot 
think: only if machines think can these achieve an action which is incon-
ceivable without previous reflexions. The objectivation of the realization 
of such failing of a human by a machine can be successfully achieved and 
verified, the loss of a human face to a machine noted both by machines and 
humans. In that, what was later to be called the “Turing test” is formally 
valid, as its falsification is conceivable, and the criteria of the test are public 
and publicly acknowledgeable by relevant expert practitioners.

Nevertheless, less clear is that “the argument from consciousness” 
consists in a rejection of the formal validity of the test, except maybe, the 
last move involved by Professor Jefferson’s reply, which involves presenting 
something undone as something that cannot be done, the presenting of a 
limit as a restrictive limit. For, the reflexions involved by the (derivatively) 
intentional aspect of the failure of humans by machines, are, strictly speak-
ing those of the (eventually) other humans who conceived and constructed 
the considered machine, rather than only or merely the achievement of the 
machine considered in isolation from its conceivers and producers.

Otherwise put, the transition from the question “Can humans fail other 
humans into thinking that machines are humans, by conceiving and con-
structing machines which can lure humans into thinking that machines are 
humans as good as humans who can lure other humans into thinking that 
someone is another?” to the question “can machines fail humans into think-
ing that machines are humans?” is at least unclear, not to say undue or il-
legitimate. For, even in the intricate case in which the machines (which can 
lure humans into thinking that machines are humans) have been conceived 
and constructed by other machines (conceived and constructed by humans 
to lure other humans into thinking that machines are humans), it is not 
rendered true that machines self-conceived themselves by themselves – that 
is, autonomously in an underivative sense – to lure humans into thinking 
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they are humans rather than machines.19 Quite the contrary, only inasmuch 
as humans conceived machines, which can conceive other machines, which 
can lure humans into thinking that machines are humans, can it be ren-
dered true, and not only in a narrow experimental sense but in a historically 
accurate way, that humans can be lured into thinking that the machines 
conceived and produced by the machines they conceived and produced are 
humans rather than machines. To this extent, we should probably reject, 
not that the test is valid, but rather that the imitation game does consist in a 
test at all. That is to say, if any test is involved by the “imitation game”, this 
test is different from the presented test (that of the testing of the thinking of 
machines),20 and strictly irreducible to the “verification” of the humanity or 
humaneness of humans (as in “tests” which we are, as internauts, frequently 
asked to achieve). What is at stake is rather whether the production of a 
luring situation by a source-of-language, of source-of-language conception 
could be acknowledged (conception(s) according to which (a) “private lan-
guage” could be conceived).

To reject the validity of the test, according to Turing would be equiva-
lent – under its most extreme form – to defending solipsism, which could 
be, Turing grants, “the most logical view” (Turing, 195, p. 446). So not 
only that there could and would be degrees of logic, of logicity, of logical-
ity, of logicalness, but there could also be consistent solipsism, with solip-
sism defined as the thesis according to which the only way to know that 
– the fact that – someone thinks is to be that (particular or individual) 
person and feel oneself thinking. A parallelism, an analogy, could be made 
with the case of machines: the only way to know that a machine thinks is 
to be the machine and feel oneself thinking.

The motives of Turing’s partial objection to Professor Jefferson’s even-
tual objection (as Turing agrees with Professor Jefferson against solipsism) 
can then be brought out: verification of whether machines are humans is 
impossible. Thus, it would be sufficient to lure a human into thinking that 
a machine is a human to establish that machines can think. And among 

19 Putnam considers a similar intricate case in which the question whether robots 
are conscious is posed about robots produced by other robots, and argues that its 
answer involves a decision concerning the treatment of robots within one’s linguistic 
community (Putnam, 1975b, pp. 406-407) and not a discovery. This article is fully 
compatible and in agreement with Putnam’s rejection that considerations with 
respect to the applicability of the concept of consciousness are meant to be decided 
on the basis of a discovery. But this article does not argue in favour of the conception 
according to which consciousness-ascriptions to robots could have been without 
truth value until a decision is taken with respect to the question whether robots are 
conscious.

20 On this see Davidson (2004, p. 83). And for a criticism of misleading uses of the 
argument see Descombes (1995, p.156).
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many reasons that can be provided, some of which have been previously 
explained, such would both be too much and not enough, especially since 
the premise according to which verification of whether machines are hu-
mans is impossible is left uninterrogated. Prof. Jefferson’s defence of the 
“argument from consciousness”, according to Turing, then amounts to 
verifying whether machines are humans is impossible. But suppose such 
verification could consist in an artistic production by – literally – a ma-
chine. Until such production is achieved, that machines can think will not 
have been established. If Prof. Jefferson were right at that time, then today, 
Turing would be right and Prof. Jefferson would be wrong since artistic 
productions produced by machines have failed even expert juries. But it is 
remarkable that the victory has nevertheless been attributed to a human 
(by contrast with cases in which victories were attributed to an artificial 
intelligence as in, for example, the games of chess or go). Nevertheless, 
could the production of a luring situation of humans by machines be con-
ceivably determinative as Turing argued for? This is, at best, unclear. A 
reappraisal of the conception of solipsism presented by Turing will prove 
important, necessary, and beneficial. For Turing both grants that solipsism 
could have been “the most logical view to hold”, and that the only problem 
involved by such a “view” would be that communication would be ren-
dered difficult. Not only that Turing does not address the question of the 
logicality, or logicity, or logicalness, of solipsism, or of whether solipsism 
could be logic or logical,21 but also, and more importantly Turing neglects 
both the initially non-philosophical and philosophical conceptions and 
criticisms of solipsism.

The problems raised by solipsism were indeed not reducible to dif-
ficulties of communication. Even only according to the analyses of Lewis, 
that the difficulties raised by solipsism are very concrete, as concrete as 
the negation or denegation of the reality of pain involved by contrarian-
isms and denialisms, among which behaviourism, has been shown. Not 
only that the problem posed by non-philosophical and philosophical 
solipsism(s) is not reducible to Turing’s conception, but also undue belief 
in such reductive conception of solipsism can lead to the neglect of solip-
sism, even to solipsism, and this, even despite Turing’s achievements.

“In short then, I think that most of those who support the argument from 
consciousness could be persuaded to abandon it rather than be forced into 
the solipsist position. They will then probably be willing to accept our test.” 
(Turing, 1950, p. 447)

21 The negative answer is involved by the negative answer to the conceivability of an 
exclusively private language, a philosophical result that is not explained in this paper 
(On this, see Uçan, 2016; 2023).
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Turing indeed assumes that there would be an exhaustive alternative 
between two opposite possibilities. Either we abandon the argument from 
consciousness – as we would need to be persuaded to abandon the ar-
gument from consciousness to integrate the results from the Turing pro-
cedure, or to be persuaded that we cannot integrate the results from the 
Turing procedure if we maintain the argument from consciousness. Or we 
are forced into the solipsist position.

And indeed, if we grant both: that the argument from consciousness 
and the results of the Turing procedure are not compatible, and, that we 
need to reject solipsism even if that involves rejecting the argument from 
consciousness, then quasi-unavoidably, the conclusion seems to follow 
from the premises: we probably will accept Turing’s test, allegedly “our 
test”. But an undue dichotomism, or at least, an undue use of a dichotomy 
in a non-dichotomic case is involved by Turing’s conception both of con-
sciousness and solipsism. Indeed, the whole “pressure” exerted on defenc-
es of consciousness turns around the ambiguity involved in the would-be 
claim according to which “Machines cannot feel thoughts and emotions”. 
That is to say, the phrase can be used both to express that machines do not 
feel thoughts and emotions as we do (and how could we be surprised about 
that?), or to remind ourselves that expressions of feelings of thoughts and 
emotions authored by machines are really produced by machines (as we 
can be astonished by the similarity of expressions authored by machines 
and humans). Could we have really meant that machines lack the sensibil-
ity of humans? This is, I shall try to render clearer, at best unclear.

2.2. Commensurability and incommensurability
  of the facts of humans and machines

Let us remark that the central range of cases integrated by the Turing 
procedure, the replacement strategy, is the range of commensurable actions 
of humans and machines (automated and eventually automatically). That is 
to say, the Turing test is formally valid in an unproblematic sense, as some 
actions can be realized by both humans and machines, even if its philo-
sophical relevance can and should be criticized. A machine can perform, 
realize, and achieve for you exactly that which you could perform, realize, 
and achieve by yourself (for example, cleaning the floor of a room). But 
there is a range of cases in which the actions of humans and machines 
are not commensurable. You can and cannot fly at 900 km per hour at 11 
km of height under different descriptions. You can thusly fly with a plane, 
even if you are not the pilot. You obviously could not thusly fly without such 
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a plane. But the impossibility involved is not ‘real’ (and even could not be 
such), and could even less be determinative of a restrictive limitation inter-
nal to humans.22 Turing is, to an extent, clear about this distinction:

“We do not wish to penalise the machine for its inability to shine in beauty 
competitions, nor to penalise a man for losing in a race against an aero-
plane.” (Turing, 1950, p. 435)

To be relevantly assessed as successful or failed, won or lost, the ac-
tions, performances, and achievements of humans and machines need to 
be relevantly compared. It would nowadays not belong to our expecta-
tions, shared human expectations, for a human to fly without a plane at 
900 km per hour at 11km of height. For a human to fly involves the use 
of a tool or a machine which renders possible the achievement of a flight. 
Imagining the contrary is not impossible and eventually rather comi-
cal. But the missing of the comical in such a case could be tragic. After 
all, cannot we conceive that the conception and production of planes by 
humans imply the past acknowledgment of the existence of a restrictive 
limitation internal to humans? This line of argument, is, I argue, truly ad-
dressed by Turing, although relatively indirectly, in “Computing Machin-
ery and Intelligence”.

Remarking the range of cases of incommensurable action to humans 
and machines does not imply that the ends attained by machines (in the 
sense of the tasks achieved by machines that cannot be done by humans, 
e.g. exhaustively surveving the data of a mega-database) are not the ends 
of some humans. Such ends can be and are attained by humans only since 
the attainment of such ends has been envisaged, and conceived, and ma-
chines and robots constructed along the lines of such conceptions to ren-
der possible their attainment by some humans. The realization of such ends 
could not be possible otherwise, that is, without the mediation of the past 
conception and construction of the machines which rendered possible the 
attainment of ends whose attaining was previously impossible. Machines 
are practically necessary for the attainment of some ends in this respect. 
Although some actions achieved by machines are incommensurable with 
actions achieved by humans, with respect to their realization, as the former 
can do what the latter could not, the same does not apply to the ends of 
these actions, which are commensurable. We considered that the ascription 
of thoughts and actions to machines by humans is derivative (of human as-
criptions of thoughts and actions among themselves, rather than from past 

22 On the distinction between the criticism of mechanistic conceptions of the human 
mind and the usability of a Turing machine as a model for some realizations of the 
human mind see Putnam (1975a, p. 366; 372).
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conceptions and productions of machines). The ascription of ends to ma-
chines by humans, the self-ascriptions of ends by machines, the ascriptions 
of ends by machines to other machines, or even to humans, are likewise 
derivative of humans’ ascription of ends to themselves. The ends of the ma-
chines could not, as such, be alien to those of humans. To this extent, the 
evaluations of the commensurability or incommensurability of the facts of 
machines and humans is circumstantial. Humans, as such, would neither be 
limited nor unlimited without machines. And similarly, without humans, as 
such, machines would neither be limited nor unlimited.23

2.3. The limits of metaphorical expression

We considered that the affirmation that machines (sometimes) (meta-
phorically) think is unproblematic. The important pivotal point is the dis-
tinction between the metaphorical and the literal senses of our compara-
tive claims about machines and humans, eventually via the mediation of 
a comparison of some of their aspects. To say that someone is a machine 
is neither necessarily problematic (consider the case of the use of a meta-
phor to express the appreciation of a modality of an action’s achievement) 
nor necessarily unproblematic (case of would-be unmetaphorical use for 
expression of depreciation, eventually expressive of lack of expectable 
emotion). To say that a machine is someone is neither necessarily prob-
lematic (case of the use of a metaphor to express the appreciation of the 
similarity, of the accurateness of the replications by a machine, of some-
one’s human behaviours) nor necessarily unproblematic (case of would-be 
unmetaphorical uses involving identity confusion, a case different from 
the cases considered by Turing). Similarly, to say that a machine thinks is 
neither necessarily problematic (case of the acknowledgment of the ma-
chine-mediated realization of a task or action, whose realization without 
one or several machines sometimes is and sometimes is not conceivable), 
nor necessarily unproblematic (cases of the depreciation of a human by 
others, and of the solipsistic others-as-tools conception).

To this extent, although Turing was right about the unproblematicity 
of the affirmation that machines can think and (sometimes) think, 
the philosophical acknowledgability of Turing’s reconception and 

23 These remarks are entirely compatible and in agreement with Putnam’s rejection 
of the unavoidability of a trilemma concerning the application of the concept of 
consciousness to robots: it is at best unclear that we could have been bound either 
to affirm that robots are conscious, or deny that robots are conscious, or express our 
unavoidable ignorance with respect to the eventual truth of the question whether 
robots are conscious (Putnam, 1975b, p. 407).
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displacement of the problematic of solipsism can and is to be contested. 
The problem with solipsism never was and could not have been merely 
reducible either to the correct identification of the thoughts of a person 
or to the correct observation of the achievement of the activity of 
thinking by a person.

The least that can be said is that the central aspects of solipsism, 
brought out by notably by Wittgenstein (also by Sartre and Putnam, but 
it is unsurprising that Turing did not discuss their works) are neglected.24 
The aspect that is centrally neglected, and which is elucidated by Lew-
is’ critical conception of solipsism (and as we shall study, by the one of 
Wittgenstein as well) is the consideration of the eventuality of the experi-
ence of pain. Too much (or not even anything) is done by Turing about 
solipsism by granting that solipsism could be “the most logical view”. Al-
though, under one’s own terms, Turing’s focus on an aspect of solipsism 
is understandable and relatively beneficial, such focus and such reconcep-
tion of solipsism has arguably contributed to the substitution of a thin 
non-philosophical conception of solipsism to previous philosophical and 
critical conceptions of solipsism, if we consider the influence of “Comput-
ing Machinery and Intelligence”, and of Turing’s works and achievements. 
In this sense, the reconception and the displacement of the problematic of 
solipsism proposed by Turing is not philosophically receivable, or accept-
able. For rejection of asymmetrical pain ascriptions resulting in delusive 
false impossibilities does not imply, could not imply the rejection of the 
relevance of the acknowledgment of asymmetries between humans and 
machines with respect to ascriptions of pain. The phrases “machines can-
not feel” and “machines do not feel” could not conceivably be reduced to 
each other and attempts to reject such irreducibility, I shall try to render 
clearer in the third part of this paper, cannot but turn out delusory.

To answer the question of the limits of the comparison of machines 
and humans thus involves considering the dimension of successfulness of 
the achievement of the comparison – its “performative dimension” – so 
to speak. Comparisons can be successfully achieved. Reflexion concern-
ing circumstances in which the realization of comparisons of humans 
and machines turns out to be successful can obviously also be achieved. 
This point matters to remark and address several important difficulties in 
Rorty’s account of metaphor explained and used by Kennedy, in a won-

24 No would-be “argument of authority” is involved by such expression of the issue. 
Putnam himself achieves the criticism of the intelligibility of the argumentative 
dimension of the would-be argument of authority, which nevertheless does not, 
could not consist in a mere rejection of specialization, authorship, authority, truth, 
and history (Putnam, 1996, p. 233).
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derful article entitled “Gödel, Turing and the Iconic/Performative Axis”, 
difficulties which have been only partially addressed so far, to evaluate 
the place of the machine metaphor in our languages, cultures, societies, 
forms of life:

Rorty’s elaborate account of metaphor, of the way metaphor operates in lan-
guage, is useful here. Metaphors, for Rorty, are “private acts of redescrip-
tion” originating “outside” of language –“outside”, metaphorically, in the 
sense of unintelligibility; and his account turns on the idea of the literalized 
metaphor, literalization being what happens when a metaphor breaks into 
sensibility; when a phrase like, for example, “point of view” comes to mean 
something like an attitude toward something—becomes, in other words, lit-
eralized:
Between . . . [between living and dead metaphor] we cross the fuzzy and fluc-
tuating line between natural and non-natural meaning, between stimulus and 
cognition, between a noise having a place in a pattern of justification of belief. 
Or, more precisely, we begin to cross this line if and when these unfamiliar 
noises acquire familiarity and lose vitality through being not just mentioned 
. . . but used: used in arguments, cited to justify beliefs, treated as counters 
within a social practice, employed correctly or incorrectly.
Rorty sees the creation and literalization of metaphors as the “fuel of liberal-
ism”, and “a call to change one’s language and one’s life”. As such, metaphors 
are a sign of the viability of a shared social practice; evidence of the ability of 
that practice to continually transform itself, to produce new meaning, through 
the creation of metaphors. (Kennedy, 2022, pp. 3–4, underlining mine)

Rorty’s conception, as explained by Kennedy, involves several assump-
tions concerning the place, the origin, and the integration of metaphors in 
ordinary linguistic practices. Metaphors would be acts of redescription, 
new and different acts of description of whatever has been described uti-
lizing a nonmetaphorical expression: the imaged or metaphorical expres-
sion would be a new description. Such redescriptions would somehow be 
“private”, and correlatively, the origin of such acts could be mysterious as 
such. However, what would such redescriptions be redescriptions of? Of 
a non-imaged, non-visual, non-metaphorical expression, of a possible or 
actual literal use of language? On Rorty’s account explained by Kennedy, 
the reply to such questions is relatively ambiguous and yet would some-
how turn out successful (as metaphors would be signs of the viability of a 
shared social practice).

But, as earlier raised by Sartre (2003, pp. 536–538), the question 
whether language could be an author, by itself, ought to be raised anew: 
Could the personification of language be as such relevant at all? Even 
more problematically, a difficulty, earlier evoked, that I will not attempt to 
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address in this paper, but of which an aspect is relevant our consideration 
of the difficulty raised by such account of metaphor, is the problematic of 
private language. For distinct ways of considering the relevance of the use 
of metaphors are, for explanatory purposes, distinguishable.

One thing is to acknowledge metaphorical expressions as direct or 
indirect expressive means, another thing is to suppose considering meta-
phorical expressions means as unavoidably indirect expression means 
(one could not but use a metaphor in some would-be noncontrastive 
sense). Then, to present metaphors as “private acts” could seem to call 
into question the availability of our medium of expression, language, if 
any such distinction is supposed. And for a very simple reason, in fact, as 
one thing is to affirm that we indirectly use a metaphor to express what-
ever we could not have affirmed, cannot affirm otherwise (for we have 
not found a non-metaphorical expression to our metaphorical expression, 
although we can), and in such case there is no such thing as an implicit 
would-be exclusion of a possibility that is not possibility involved.

But another thing would be to suppose ourselves able to affirm that 
we use a metaphor to express whatever we could not have conceivably 
affirmed otherwise. The concept of the literalization of metaphors, of lit-
eral metaphoricality is to this extent “a double-edged sword”, that is to say, 
certainly not a risky weapon, due, allegedly, to the sharpness of both of 
its edges. But a concept that is similar to a weapon, a sword, whose edges 
both cut, and which has relevant ways of effective handling.

To suppose ourselves to be granting that we unavoidably have to use 
metaphors because we cannot express – ourselves – whatever we suppose 
ourselves able to be willing to express, otherwise than by employing met-
aphors, amounts to underestimating both our possibilities of expression 
and our (eventual) successfulness in our searches for new or better means 
and ways of expressing ourselves. The Rortian approach advocated for, to 
an extent, by Kennedy, is thus not satisfactory; not that such a conception 
is ‘risky’ or ‘dangerous’ as such (the criticism I make is one of intelligi-
bility, but not moralistic), but that such a conception of the evolution of 
language (acknowledged in a way that is partially congruous with Witt-
genstein’s philosophically pragmatic remarks in Philosophical Investiga-
tions concerning the fact that language, language-uses, change), may lead 
to confusions, sometimes somehow involved by aspects of Turing’s article, 
such as that of the confusion of humans with machines and inversely.

Although the limits of intelligibility indeed extend with our expres-
sions, our actions, our doings, such a remark could not have implied that 
any linguistic use, any action, or any doing necessarily consists in an ex-
tension of the limits of intelligibility by itself in a relevant sense. Remark-
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ing that a fact is historical (its historicity, so to speak), by means of the 
remark of the compatibility of the expression of a fact with relevant, ac-
curate, more comprehensive and extensive historical narrations could not 
relevantly be equated with the creation, the conception, or the production 
of a new way of understanding, doing, explaining, or achieving. The diffi-
culty with the assumption or the supposition of “degrees” of logic, logicity, 
logicality, logicalness is not ‘after all’ a difficulty related to our incapacity 
to distinguish between conceivable or actual courses of actions which are 
more or less relevant, or even adequate for the attainment of some ends. 
Quite the contrary, the difficulty is rather that there could not be such a 
difficulty and arises from an eventual tension between the acknowledg-
ment of the existence of diverse systems of logic, world-conceptions, and 
the uniqueness of a way that is our own to understand.

3. The critical conception of solipsism of 
 Wittgenstein in the Philosophical Investigations

3.1. Dissolution of the problem raised by functionalism and
 reductionism: A ‘thought experiment’ by Wittgenstein.

“420. But can’t I imagine that the people around me are automata, lack con-
sciousness, even though they behave in the same way as usual? — If I imag-
ine it now—alone in my room—I see people with fixed looks (as in a trance) 
going about their business—the idea is perhaps a little uncanny. But just try 
to keep hold of this idea in the midst of your ordinary intercourse with oth-
ers, in the street, say! Say to yourself, for example: “The children over there 
are mere automata; all their liveliness is mere automatism.” And you will ei-
ther find these words becoming quite meaningless, or you will produce in 
yourself some kind of uncanny feeling, or something of the sort.
Seeing a living human being as an automaton is analogous to seeing one 
figure as a limiting case or variant of another; the cross-pieces of a window 
as a swastika, for example.”

Wittgenstein expresses in §420 that assuming some symmetry be-
tween pain ascriptions to humans and machines, between consciousness 
ascriptions to humans and automata, results in false and eventually delu-
sory impossibilities. Before pressing this point, let us recall that:

(1) Automata are machines which have been built to achieve some 
actions by themselves, once somehow activated. Once built and 
activated, the realization of foreseeable and foreseen actions of 
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automata does not depend anymore on (although it is eventually 
controllable by) their conceivers, productors, and activators. This 
contrast is involved by the very intelligibility of our eventually suc-
cessful ascriptions of failures to automata. In such cases whatever 
was to be relevantly considerable was considered at some stage to 
render possible the achievement of an action by an automaton, 
and yet the predicted outcome, the successful achievement of an 
action by an automaton, did not result from its conception, pro-
duction, and activation. In this sense the failure of the achieve-
ment of an action by an automaton is ultimately intelligible and 
understood by us derivatively. Nowadays automata, robots, come 
with and under warranty. We would not take responsibility for 
each conceivable failure of the functioning of an automaton, of a 
robot, even if under some description we are the one or ones who 
have failed to make the automaton function.

(2) “Consciousness” as used by Wittgenstein in this paragraph of 
the Investigations both is and is not used as in phenomenological 
conceptions under different descriptions. If by consciousness we 
mean, as in many phenomenological conceptions and accounts, 
a moment of mental life eventually correlated to irreducibly lived 
moments (by us or others), as in expressions such as “conscious-
ness of happiness”, “consciousness of joy”, “consciousness of sad-
ness”, that we could express also otherwise, then Wittgenstein’s 
use of the notion of consciousness in this passage is not phenom-
enological in the sense previously defined. But if by conscious-
ness we mean, the fact that we can gain consciousness, take con-
sciousness, that at such time and place, I, you, us, them is happy, 
joyful, or sad, rather than allegedly remarking from within ‘iso-
lated’ or ‘separated’ ourselves that happiness, joyfulness, sadness 
is somehow ‘happening’ in ways in which not only are remote but 
cut from ourselves, unavailable to ourselves, separated from our-
selves, then surely Wittgenstein’s use of the notion of conscious-
ness is at least compatible with such phenomenological concep-
tions of consciousness.

(3) According to the traditional conceptions of soulfulness or con-
sciousness, to have a soul or to be conscious is to be a soul or to 
have (a) consciousness (See Sartre, 2003, pp. 127–129; pp. 310–
315, p. 619). The derivative and metaphorical “property” of a soul 
would have eschewed to each of us as a result of some attribu-
tion about which nothing could conceivably have been done by 
us – humans, an attribution about which several narratives exist. 



Machines and Us: Th e Comparison of Machines and Humans | 113

And in any case, as a result of such an endowment, we necessarily 
would have in ourselves, and ourselves be what necessarily could 
not be had in themselves by such existents which are not human, 
and could anyway not have been such existents. Consciousness 
thusly conceived could be some sort of additional ingredient or 
substance presented by some existents eventually encountered 
within visual space, and which could and would be in itself lacking 
from other existents eventually encountered within visual space. 
To render the point clearer: no essentialization of consciousness is 
involved by such an expression: in fact, quite the contrary.25 Such 
lack both can and cannot be observed by us humans who are 
soulful or conscious, as we could understand that we are provid-
ed, endowed, or gifted with exactly the soul or consciousness that 
could not have been provided, endowed, or gifted to other living 
existents. Correlatively, we could not have provided the soul or 
consciousness that we were – as humans – to tools, or objects we 
construe, as automata, as machines, as robots. This would be an 
impossibility we could not but acknowledge were we to under-
stand our ‘natural’ place. But we can nevertheless imagine how 
wonderful would be for such existents to be provided with – like 
us – a soul or a consciousness.

This is the sense of ‘lack’ involved by Wittgenstein’s ‘thought experi-
ment’ at the beginning of §420. That we can analogically or metaphorical-
ly envisage that artificial existents, as automata, robots, or machines, could 
have been provided a soul or consciousness, if these existents had been 
humans involves our acknowledgement that, in fact, these existents could 
not have been provided a soul or consciousness, as these existents are not 
humans. Even if we can imagine that these existents could have wished to 
be provided a soul or consciousness, although these could not have had a 
soul or consciousness, a soul or consciousness could not have remained 
unwished-for by these existents if these existents could have imagined 
consciousness or soulfulness. To this extent, such existents would lack 
precisely the soul or consciousness each of us is or has. Our assessment 
of these existents would have but to remain oscillating, once and for all 

25 On this, Sartre was and is right against Heidegger: if anything is metaphorically 
‘essential’ to consciousness, that is non-coincidence with “itself ”. Expressed otherwise: 
according to the traditional picture, animals lack a soul or conscience; their reality 
is intelligible and accessible to us only negatively and privatively. But although the 
consciousness of animals might arguably be firstly intelligible and accessible to us 
negatively, it is at best unclear that such consciousnesses could need to be rendered 
intelligible and accessible to us privatively.
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(we could be condemned to idle so to speak). Wittgenstein invites us not 
to remain constrained by such exercises of our imagination. Yes, we also 
can imagine that other humans are automata, “lack consciousness”. That is 
to say, we can imagine that people around us, at an occasion, are wrongly 
assumed by us, not to be automata, machines, or robots. It is sufficient 
to imagine that the substitution or replacement of humans by automata, 
machines, or robots would have been achieved with automata, machines, 
or robots whose actions would replicate, mimic, or reproduce the behav-
iours – actions – of persons whose behaviours – actions – are replicated 
so well, so accurately, that the substitution or replacement would remain 
undetectable by us. However, if we try, such automata would be ‘logically’ 
indistinguishable from humans and inversely (at least according to the tra-
ditional conception of logic addressed by Frege, Russell and Wittgenstein). 
Importantly, whether we are imagining to be with others (who in fact are 
not others but automata) while we are not, or are with others (who in fact 
are not others but automata) while we are, does not change the ‘thought 
experiment’ and its outcome. For in neither case, could be rendered true 
that humans are automata, or automata are humans, in ways in which we 
so far, until now, could have failed to notice, to discover.

Yes, we can imagine that we wrongly assume that machines are hu-
mans, but imagining such a case involves reconceiving what the holding 
of such a case, the happening of such a fact, would consist in. The distinc-
tions between humans and automata would not thereby be rendered una-
vailable. The availability of such distinctions would remain implied by the 
intelligibility of the situation as such (one’s hesitation with respect of the 
identity of the existents in the surroundings, one’s discovery of a failure 
to identify a human or a robot). That we do not know could not imply in 
such cases that the truth about the eventual identification mistake could 
not conceivably be known by us – the realization of the replacement it-
self would involve the concerted action of several persons. To this extent, 
the ‘merely direct’ reading of this passage remains superficial. If §420 only 
addressed the ‘risk’ involved by a superficial conception of solipsism and 
functionalism, then §420 could have been ended with its first question. 
But this is not the case. Wittgenstein envisages ‘in the first person’, or in-
vites us to envisage by ourselves, one way in which we could conceive the 
result of the imaginative exercise of our imagination, in determinate cir-
cumstances, the first range of cases considered above.

Let us imagine that we are not with others who in fact are not oth-
ers but automata, and that we are alone in our rooms, in one’s room, and 
imagine that we are with others who in fact are not others but automata. 
Wittgenstein then expresses a conceivable result of such an imaginative 
exercise of our imagination, which can eventually be considered as quite 
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deceptive: “I see people with fixed looks (as in a trance) going about their 
business”. Such a description of an imagined situation could be either very 
similar or very dissimilar from our ordinary experiences (not experiments): 
after all, one might or might not have experienced cases in which the focus 
of persons with whom one works seems very irrelevant or very relevant. 
But, more centrally, could not one have expected the outcome of the imagi-
native exercise of one’s imagination to be seeing-automata-and-not-people? 
Was not the case envisaged, the case in which one is wrongly assuming that 
humans are automata ‘after all’? But importantly enough, such an imagined 
case does not involve such a conclusion – another case could, but one inde-
pendent from the former and that we would have to imagine.

Wittgenstein does call attention to the openness and necessarily 
public conceivability of the result of the ‘thought experiment’. If there is 
no conceivable way of discovering – and especially as we are consider-
ing imagined cases – that humans – conscious existents – are automata 
– existents which supposedly lack consciousness – then there also is no 
conceivable way of discovering that automata – existents which suppos-
edly lack consciousness – are in fact humans. Then the realization of the 
delusiveness of the would-be result of the would-be attempt to distinguish 
people and automata by presenting asymmetries with respect to attribu-
tions of consciousness to humans and to machines as involving reciprocal 
(and necessarily restrictive) impossibilities, is rendered conceivable: the 
reductive and ingredientist conception of consciousness, the conception 
according to which consciousness could exist as an ingredient of some 
bodies, is necessarily misleading.

Wittgenstein then invites us to interrogate ourselves with the even-
tual feelings we could experience, if we would imagine such a result, and 
notably the feeling of uncanniness. One might ‘after all’ remain uncon-
vinced by one’s own realization that the imagination of a case of delusory 
confusion of humans with automata, or machines or robots, does not, and 
could not amount to the establishment of the eventuality of the relevance 
of such confusion as such. Could not, and should not some feelings con-
stitute (metaphorical) grounds on the basis of which we could and should 
reject that humans could be machines or that machines could be humans?

That moralistic resolution of the problem is rejected by Wittgenstein. 
For we can realize the meaninglessness of the feeling of uncanniness pro-
duced by means of the meaningless use of some of our words (the case 
of would-be attempt of reduction of children to mere automata by con-
sideration of their reducibility to mere automata, turns out ‘ineffective’ in 
would-be ‘optimal’ circumstances, that is, in the vicinity of children), and 
thus the non-conclusiveness of the delusory outcome of the ‘thought ex-
periment’ can be realized. That is to say, the words by means of which we 
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supposed an understanding of the reality of the situation to be rendered 
available to us, lose their sense as we understand that such use of words 
were not rendering anything available except a misunderstanding of the 
reality of the situation to ourselves. And we can also realize the correlative 
meaningless effectivity of the meaningless use of some of our words in the 
production by us in ourselves of the feeling of uncanniness.

The liberation from the would-be disjunctive entrapment within a di-
lemma between the meaninglessness of the feeling of uncanniness and its 
meaningless production by us in ourselves, does not consist in a conclu-
sion, could not be drawn on the basis of premises, and is nevertheless not 
unargumentative. Rather, appropriation or reappropriation is realized by 
us by exhaustive consideration or reconsideration.

This realization renders available a non-psychologistic or non-psy-
chological and philosophical achievement with respect to seeing: to use 
Wittgenstein’s examples, though we could use other examples as well, we 
can see the cross-pieces of a window as a swastika, see that another figure 
(necessarily imagined) could be obtained by subtraction of some of its ele-
ments to a figure (necessarily perceived) in some cases. Importantly, the 
example put forward by Wittgenstein is a case in which the figure from 
which another figure can be obtained presents the dimensions and the 
elements from which the other figure could somehow be obtained. The 
figure which can be obtained yet is not, and could not, be reducible to an 
ingredient of the figure from which such figure can be obtained. For the 
figures and the ends, if any, achieved by production are not necessarily 
dependent on each other. Not every figure could be, or is meant to be, 
obtained from every other figure anyway. Some figures could be obtained 
by us by using some other figures. But some figures could anyway be ob-
tained from each other.

This remark does not, could not imply restriction, or acknowledge-
ment of restrictive limitation. We can also imagine the figure of the swas-
tika to be completed so as to form the figure of the cross-pieces of a win-
dow. To this extent, we can see the figure of a swastika as the variant of the 
cross-pieces of a window and inversely. But would we consider the realiza-
tion of the completion – not its eventuality – of a figure, to produce one of 
its variants, or, the subtraction of the elements of a figure to produce one 
of its variants, then each figure is seen by us or imagined by us as a limit-
ing case of the other, for the operations which are to be achieved to produce 
one from the other could not conceivably be the same.

We neither unavoidably could have had to construe the figure of a 
swastika to construe the figure of the cross-pieces of a window or the op-
posite, contrary to the assumption of the ingredientist conception. Con-
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straints about figure productions could not have had to be unavoidably 
thought of as signs of restrictive limitations, and can be thought as un-
restrictive limits of modes of conception, production, in cases in which 
figures are conceived by us, and of constraints – unrestrictive constraints 
– concerning the modes of conception, production of figures from each 
other, in cases in which is envisaged the obtaining of a figure from anoth-
er. The relation between seeing the cross-pieces of a window as a swastika 
and seeing a living human being as an automaton are similar.

We can imagine, to an extent, the obtaining of the later from the for-
mer: the conception and construction of machines, robots, automata have 
been rendered possible by the subtraction of aspects and dimensions of 
the lives of humans. It is possible to produce a robot, an artificial intel-
ligence, an automata that replicates aspects and dimensions of the lives of 
humans. But it is also possible to produce a robot, an artificial intelligence, 
an automata that does not replicate aspects and dimensions of the lives of 
humans, for the life of a human, or for the lives of humans. There is not 
and could not be a common ingredient – consciousness – that would need 
to be added to some and not others so as to render possible the reversion 
of the relation: such concept of consciousness is delusive.

To this extent, §420 not only addresses the risk of solipsism involved 
in the reductionist and functionalist conception, but also the would-be 
attractiveness of a contrarianist form of reductionism and functionalism, 
namely “methodological solipsism”. That is to say, if one difficulty is that 
of the credulity related to a naive form and conception of solipsism, an-
other one is that of the incredulity related to a sophisticated form and 
conception of solipsism which is “methodological solipsism”, whose dis-
tinction from solipsism needs, as earlier remarked, needs to be criticized.

The determinacy of Wittgenstein’s concern with solipsism has been in 
some sense unhelpfully neglected. The recent publication of the Whewell’s 
Court Lectures (Wittgenstein and Smythies, 2017) provided us with im-
portant passages in which Wittgenstein expresses one’s critical stance con-
cerning solipsism, and the relation between the criticism of solipsism and 
the problematic of the philosophical relevance of pain:

“Suppose someone said: ‘I am having pain: the other person hasn’t got real 
pain’ – Solipsism, solipsistically speaking.
We are up against one definite use of language. If I say, ‘Lewy hasn’t got real 
pain’, he’ll be offended. I’m belittling his sufferings. This I don’t want to do.
The answer would be: ‘Sometimes yes, sometimes no.’ It would be a distin-
guishing property of language as we know it.” (Wittgenstein and Smythies, 
2017, p. 115)
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Solipsism is definable under its own terms as the denegation of the 
reality of the pain of others. Such denegation is according to Wittgenstein 
one “absolutely definite use of language”. The first important aspect of the 
case of pain, the reason for which this case constitutes a hard case, is that 
the case of pain is a (unrestrictively) limiting case of paradigmaticity and 
verification. An important paradigmatic aspect of pain is that pain has de-
grees, but the objectivation of (the experience of) pain does not necessar-
ily involve reliance on quantification. This could not mean that a quantifi-
cational system cannot be used in order to render objective or objectivate 
the reality of pain, but that there is no such thing as an unavoidable use of 
a quantificational system to objectivate and objectively agree about the re-
ality of the eventually high degree of the pain of someone (and for exam-
ple, to evaluate the need for the use of some drugs to attenuate someone’s 
pain). Pains and degrees of pain can be expressed and measured in diverse 
ways, and whatever the used measure system is, provided public criteria, 
the results of the measure will be translatable into other measure systems, 
eventually with some little loss in accuracy, but negligible loss (and even-
tually undefinitive) with respect to the ends in which the measurement 
activities are carried out.

However, the objectivation and the eventual measures of pain imply 
the acknowledgment of the necessary secondariness of the denegation of 
the reality of pain. That is to say, we can well imagine or observe that 
someone fakes feeling or resenting some pain. But such cases are under-
standable as such against our having internalized the available intelligi-
bility of a primary range of cases, in which, pain is felt and is somehow 
expressed by someone. It is as pain is felt that pain is expressed and not as 
pain is expressed that pain is felt. With respect to verification this might 
seem to cause, generate, induce, or raise a problem: by contrast with other 
cases of measurement activities, not only that someone’s pain is not neces-
sarily perceived, but it also is not always relevantly expectable to be ob-
served or objectivated, except by the mediation of our acknowledgment 
of the words of others. Verification of pain thus can at least sometimes be 
assumed to be impossible.

That was the position of the problem addressed, as we earlier studied, 
by Lewis, and involved by the criticisms made both by Lewis and Witt-
genstein of verificationism. For, if it is acknowledged that sometimes veri-
fication of the feeling of pain by someone is impossible, then it is not in-
conceivable that such verification could always be lacking. If words could 
conceivably be used by others as by oneself to affirm that pain is felt al-
though that is not the case (for some ends, whichever are these), maybe 
conceivable doubt concerning the expressions of pains of others could 
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always be relevant. If such doubt can at least seem to be always relevant, 
then a verification could always be missing in the case of pain. But then, 
even in one’s own case, pains could eventually be unverifiable, always 
probable only, although, one does not see the way in which one could be 
wrong in expressing one’s pains, which are not, strictly speaking, ascribed 
to oneself by oneself, but expressed by ourselves.26

2. The resolution of the problem posed by C. I. Lewis

Wittgenstein’s analysis of the philosophical relevance of pain, and as-
pects of his dissolution of the problematic of private language responds 
to a central aspect of the problem addressed by Lewis: the negation of the 
reality of pain, involved by the solipsistic claim as earlier defined.

Let us recall that Lewis does grant the conceivability of “metaphysi-
cal solipsism” and argues in favor of the relevance of a minimal sense and 
conception of “metaphysics” which is meant to provide some grounding 
to the false rejection, the wrong calling into question of the existence of a 
connexion between observed behaviour and pain. Such connexion could 
be unverifiable and unknowable in the absence of the acknowledgment 
of the existence of a “metaphysical” connexion which would provide the 
ground, ensure the existence, of a connexion between an observed behav-
iour and pain.

We considered that one centrally beneficial aspect of Lewis’ concep-
tion, which is congruent with Wittgenstein’s criticism of solipsism and 
methodological solipsism, is that his minimally “metaphysical” concep-
tion is compatible with any moralistic conception of the veridicity of the 
expressions of their pains by humans, any conception according to which 
one must only veridically express that pain is felt by oneself because of 
some prescription, rule, law internal to a world-conception (or form of 
life, in Wittgenstein’s terms). Indeed, any such conception is compatible 
with the existence of connexions between behaviours expressive of pains 
and experiences of pains (by contrast with the cases of machines, robots) 
and incompatible with fake expressions of pains by persons while no pain 
is felt by them.

But the force of this conception is also in some sense a weakness. For 
every connexion between a behaviour expressive of pain and the experi-
ence of pain should arguably be grounded, inasmuch as if such ground-
ings did not exist, then the claim of which the grounding constitutes the 

26 On this see Putnam (1975a, p. 362).
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basis would not be grounded. The force and contextual relevance of such 
conception stems from the establishment of the necessary compatibility 
of each true conception with each other with respect to shared human 
needs and interests. The weakness of this conception is related both to 
the modes of the conception and to the reply which would arguably be 
required to be made to “metaphysical solipsism”, to be refuted under its 
own terms.

For we already considered that in some sense an exhaustive generali-
zation would be, according to Lewis, involved by the legitimate acknowl-
edgeability of a relevant doubt of the existence of a connexion between 
a behaviour and a pain. That is to say, if such connexion can relevantly 
sometimes be assessed to be lacking, then nothing precludes that such 
connexion could always be lacking. A dichotomous approach should nev-
ertheless, according to Lewis, enable us to settle the question: we should 
be able to assess that: either a pain is connected to a behaviour and recip-
rocally, or a pain is not connected to a behaviour and reciprocally. A pain 
cannot be connected and not be connected with a behaviour in the same 
sense and reciprocally, a behaviour cannot be connected and not connect-
ed with a pain in the same sense. A pain can sometimes be connected to a 
behaviour (for example, one sometimes tells others about one’s headache; 
others sometimes tell us about their headaches). A behaviour can some-
times be connected to a pain (for example, someone might consider that 
such and such behaviours and actions are done by a person when that 
person feels pains in one’s knees, which are not similarly achieved by each 
one else in such case). Nevertheless a pain is not each time connected to 
a behaviour (sometimes one does not tell others about one’s headaches; 
sometimes others do not tell us about their headaches). And neither is a 
behaviour each time connected to a pain (for example, one can truly con-
sider that another person faked again being in pain).

“Metaphysical” anti-solipsism is meant to provide an infallible re-
sponse to “metaphysical” solipsism: the false denial of the existence or the 
inexistence of a connexion between a behaviour and a pain and recipro-
cally must always be wrong. And as a result of the consideration of the 
comparison between robots and humans, we studied that according to 
Lewis there is no such thing as relevantly rejecting each conceivable dis-
tinction between, or affirming the indistinctness of, humans and robots. 
That is to say, according to Lewis there should never be a “consistent sol-
ipsist” who could make “the monstrous supposition that other humans are 
merely robots”, as also this could have for outcome or result the provision 
of meaning to solipsism although solipsism should not be provided any 
meaning at all.
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In a sense, Wittgenstein invited us in §420 to make exactly the suppo-
sition that Lewis invited us to reject – but in way which is different from 
that of Turing – and which has for first result to liberate us, if required, 
from the tacit acknowledgement of the eventuality of an event, which 
all things considered, could not have happened anyway: the transforma-
tion of humans into robots and reciprocally as the result of our ‘thought 
experiment’.27 Imagination is not meant to be restricted in any sense if the 
issue raised by solipsism can be addressed at all. But Wittgenstein’s con-
ception enables us to solve the problem posed by Lewis, with a radically 
different account of generality, a different account of relations between 
solipsism and skepticism, and a different account of the requirements in-
ternal to the intelligibility of the metaphor of humans as machines.

First, on Wittgenstein’s approach, the possibility for a person to fake 
an expression of pain does not, could not invalidate or disprove, that we 
express our pains. Quite the contrary, in fact. As mentioned, Lewis’s con-
ception does not imply that the first range of cases we need to consider 
when observing the expression of pain by someone are cases of persons 
who are faking being in pain. And ultimately, Lewis also rejects meth-
odological solipsism. Methodological solipsism is also as considered by 
Wittgenstein a sophisticated form of solipsism according to Lewis, but 
a “metaphysical response” should nevertheless be provided according to 
him to “metaphysical solipsism”.

That is the sense in which “metaphysical” solipsism should be at least 
in principle always be established to be wrong by “metaphysical” anti-sol-
ipsism which necessarily is common to every conception of “metaphysics” 
compatible with human needs and interests. A relevant contrast between the 
approaches of Lewis and Wittgenstein can then be spelled out: if on Witt-
genstein’s approach, it is unclear that solipsism, understood under one’s own 
terms, could be right, in the way solipsism requires to possibly be, according 
to Lewis, to be right at all, then it is no more clear is that the wrongness of 
solipsism, understood under one’s own terms, should be establishable, ac-
cording to Lewis, for the wrongness of solipsism to be established at all.

In other terms, while Lewis grants the possibility of the truthfulness 
of a “metaphysical” sort of solipsism to render explicit that any coherent 
“metaphysical” anti-solipsism can establish its falsity – except if the solip-
sist is coherent enough in the self-production of one’s solipsism, Wittgen-
stein does not grant the possibility of the truthfulness of a “metaphysical” 
sort of solipsism which would await its refutation. Solipsism does never, 

27 And obviously although the cyborg is neither a mere human nor a mere robot, the 
consideration of the cyborg case is not as such a sufficient answer to the problem 
which is not that of the lack of an intermediate case between robots and humans.
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could not start to present the relevance which would justify the acknowl-
edgement of the existence of its false grounds. The negative replication of 
the difficulties generated, produced, raised, and posed by solipsism could 
not be relevant at all, and even less, philosophically.

3. The resolution of the problem posed by Turing

We have thus reached another crossroad. Both Turing and Wittgen-
stein invite us to do what Lewis invites us to reject, but not in the same 
senses. Wittgenstein invites us to reject metaphysical anti-solipsism and 
methodological solipsism with solipsism, but not the notion of conscious-
ness.28 While Turing does not invite us to reject metaphysical anti-solip-
sism and methodological solipsism with solipsism, but does neither pre-
serve the notion of consciousness.

From the outset it can be remarked that some counter-objections en-
visaged by Turing to one’s own argument idle. The contrast between ma-
chines and humans could not be blurred or rendered less accurate by the 
acknowledgment that machines (also) think. Our concept of conscious-
ness does not necessarily, could not have necessarily implied reliance on 
the presenting of unrestrictive limits brought out at the occasion of the 
comparison of machines and humans as (restrictive) impossibilities. No 
one is or should be considered as eventually forced or coerced into a solip-
sistic position, and especially not for the sake of the establishment of the 
truth of an argument. The criticism of solipsism can be more direct and 
should be more direct to be addressable at all.

Further, Wittgenstein’s evolutive conception of language renders con-
ceivable to think the possibility of compatibility or agreement with re-
spect to the ascription of actions to machines (and artificial intelligences) 
without calling into question the relevance of the notion of conscious-
ness which is central in world-conceptions (by contrast with the notion 
of subjectivity), and to account for the distinction between humans and 
machines whenever required. The production of a luring situation is not, 
could not be conclusive in the way Turing presented, and Turing’s achieve-
ments are (hopefully!) independent from an argument that is no more, 
and could not have been conclusive anyway. One way to express the point 
made by Wittgenstein is to remark that natural history is both natural and 
historical, that our history is not the history of men, but of humans.

28 Wittgenstein used the comparison of humans and machines when he defined 
“Turing’s ‘machines’” as “humans who calculate” (Wittgenstein, 1947, Ts-229, 448). 
On this passage see Floyd (2012a, p. 40; 2012b) and Shanker (1987, pp. 615-623), and 
on the relations of Turing and Wittgenstein see Floyd (2021, pp. 123-126).
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Conclusion: Independences and Forms of Life

This article proposed a reflexion about the limits of the comparison, 
analogy or metaphor between humans and machines. As such, the com-
parison could not be problematic: humans and machines present common 
aspects, and instances of such comparison are implicit in ordinary, engi-
neering, scientific, and medical practices. That many progresses have been 
rendered possible also with, or in ways compatible with the use of this 
comparison could not have had to be established again. But the extent to 
which the comparison can be metaphorically literally understood, if it can 
be metaphorically literally be understood at all, is, as studied, a question 
whose stakes are of primary philosophical importance. Thematizations 
of this comparison of the XXth century, whether entirely philosophical 
– such as those of Lewis and Wittgenstein, or presenting philosophical 
significance – such as that of Turing, are indeed intertwined with the 
problematic of solipsism. As much as linguistic practices are concerned, 
we considered that there exist appreciative and depreciative ordinary lin-
guistic uses which do involve this comparison, and testify of the available 
intelligibility of distinct ranges of cases which do not involve, and are not 
compatible with the confusion of machines with humans.

The first part of this paper presented Lewis’ critical conception of sol-
ipsism against this background. The affirmation of the indistinction, or 
the negation of any distinction between machines and humans is neces-
sarily problematic, necessarily misleading or delusive. According to Lewis, 
a minimally “metaphysical” conception is required so as to disprove “met-
aphysical” (and methodological) solipsism which consists in the negation 
of the existence of connexions between pains and behaviours expressive 
of pain.

However, we considered in the second part of the article, that the suc-
cessful establishment by Turing that machines can be unproblematically 
be said to think – notably by means of the introduction of the “imita-
tion game” – involves the assumption of a disjunctive entrapment between 
either defending that machines think, or, defending both consciousness 
and (a reconceived and unphilosophical conception of) solipsism. Fully 
acknowledging Turing’s criticism of a traditional conception of conscious-
ness according to which machines would be deprived of thoughts and 
emotions, we nevertheless considered that Turing’s reconception of sol-
ipsism contributed to the substitution of an unphilosophical conception 
of solipsism to a philosophical conception of solipsism in an undue way.

Indeed, philosophically accounting for consciousness could neither 
necessarily involve to grant that machines could be deprived of thoughts 
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and emotions, nor to defend solipsism. The criticism of such unavoidable 
disjunctive entrapment is achieved by Wittgenstein in the Philosophical 
Investigations, as studied in the third part of this article. Indeed, recipro-
cal asymmetries with respect to attributions of pains and consciousnesses 
to humans and machines are inconceivable when presumed as involving 
reciprocal and necessary restrictive impossibilities. Infallible response to 
“metaphysical” solipsism then is no more than “metaphysical” solipsism, 
required or relevant to address the problematic of solipsism. At stake is no 
less than our conceptions of science, of diversity and of forms of life: sci-
entism could not substitute for science, exclusion could not be compatible 
with diversity, forms of life could not be compatible with solipsism. The 
relatedness of some forms of life could not imply the mutual dependence 
of each form of life with each other. This can seem to be incompatible 
with ecology, but, on the contrary, is not: wholistic reflexion is not and 
could not be based upon mechanistic reductionism.

References
Aristotle (1995). Politics. Edited by R. F. Stalley. Translated by Ernest Barker. 

Oxford & New York: Oxford University Press.
Bouveresse, J. (2022). Les vagues du langage. Lonrai: Seuil.
Copeland, J. (2004). The Essential Turing: Seminal Writings in Computing, Logic, 

Philosophy, Artificial Intelligence, and Artificial Life: Plus The Secrets of 
Enigma. Oxford: Oxford University Press.

Descartes, R. (2006) A Discourse on the Method. Translated by Ian Maclean. 
Oxford & New York: Oxford University Press.

Davidson, Donald. (2004). “Turing’s Test.” In Problems of Rationality (pp. 77–86). 
Oxford: Clarendon Press.

Descombes, V. (1995). La Denrée Mentale. Minuit: Paris.
Floyd, J. (2012a). Wittgenstein, Carnap, and Turing: Contrasting Notions 

of Analysis. In P. Wagner (ed.), Carnap’s Ideal of Explication and 
Naturalism (pp. 34–46). London: Palgrave Macmillan. https://doi.
org/10.1057/9780230379749_4.

———. (2012b). Wittgenstein’s Diagonal Argument: A Variation on Cantor and 
Turing. In P. Dybjer, S. Lindström, E. Palmgren, and G. Sundholm (eds.), 
Epistemology versus Ontology (pp. 25–44). New York & London: Springer. 
https://link.springer.com/book/10.1007/978–94–007–4435–6.

———. (2021) Turing on ‘Common Sense’: Cambridge Resonances. In J. Floyd 
and A. Bokulich (eds.), Philosophical Explorations of the Legacy of Alan 
Turing (pp. 103–149). Cham: Springer International Publishing. https://
link.springer.com/book/10.1007/978–3–319–53280–6.

Gonçalves, Bernardo. (2024). The Turing Test Argument. New York & London: 
Routledge.



Machines and Us: Th e Comparison of Machines and Humans | 125

Kant, Immanuel. (2007). Critique of Judgment. Edited by Nicholas Walker. 
Translated by Martin Meredith. Oxford & New York: Oxford University 
Press.

Kennedy, J. C. (2021). Turing, Gödel and the ‘Bright Abyss.’ In J. Floyd A. 
Bokulich (eds.), Philosophical Explorations of the Legacy of Alan Turing 
(pp. 63–92). Cham, Switzerland: Springer International Publishing, 2021. 
doi.org/10.1007/978–3–319–53280–6.

———. (2022). Gödel, Turing and the Iconic/Performative Axis. Philosophies 7 
(6), 141. https://doi.org/10.3390/philosophies7060141.

Lewis, C. I. (1923). A Pragmatic Conception of the A Priori. The Journal of 
Philosophy 20 (7) (pp. 169–177). https://doi.org/10.2307/2939833.

———. (1929). Mind and the World Order: Outline of a Theory of Knowledge. 
New York: Dover Publications.

———. (1934) Experience and Meaning. The Philosophical Review 43 (2), 125–
46. https://doi.org/10.2307/2179891.

———. (1970). Collected Papers. Edited by J. D. Goheen and J. L. Motershead. 
Stanford: Stanford University Press.

Onfray de la Mettrie, J. (1996). Machine Man and Other Writings. Translated by 
Ann Thomson. Cambridge, New York, Melbourne: Cambridge University 
Press.

Mundici, D., and Sieg, W. (2021).Turing, the Mathematician. In J. Floyd and A. 
Bokulich (eds.), Philosophical Explorations of the Legacy of Alan Turing 
(pp. 39–62). Cham: Springer International Publishing.

Putnam, H. (1975a) Minds and Machines. In Mind, Language and Reality (pp. 
342–61). Cambridge, New York, Melbourne: Cambridge University Press.

———. (1975b) Robots: Machines or Artificially Created Life?. In Mind, Language 
and Reality (pp. 386–407). Cambridge, New York, Melbourne: Cambridge 
University Press, 1975.

———. (1996). Why Reason Can’t Be Naturalized. In Realism and Reason. (pp. 
229–47). Cambridge: Cambridge University Press, 1996.

Sartre, J.-P. (2003). Being and Nothingness. Translated by H. Barnes. London: 
Routledge.

Shanker, S. G. (1987). Wittgenstein versus Turing on the Nature of Church’s 
Thesis. Notre Dame Journal of Formal Logic 28 (4), 615–649.

Turing, A. M. (1950). Computing Machinery and Intelligence. Mind LIX (236), 
433–60. https://doi.org/10.1093/mind/LIX.236.433.

Uçan, T. (2023). Autonomy, Constitutivity, Exemplars, Paradigms. Conversations: 
The Journal of Cavellian Studies, (10), 52–79. https://doi.org/10.18192/cjcs.
vi10.6613

———. (2016) The Issue of Solipsism in the Early Works of Sartre and 
Wittgenstein 2016. University of East Anglia Digital Repository. https://
ueaeprints.uea.ac.uk/id/eprint/62314/1/2016UcanTUPhD_%282%29.pdf.



126 | Timur Cengiz Uçan

Wittgenstein, L. (2009). Philosophical Investigations. Edited by P. M. S. Hacker and 
J. Schulte and translated by G. E. M. Anscombe, P. M. S. Hacker, and J 
Schulte. Oxford: Blackwell.

———. (1947) Ts-229,448 Facsimile 1947. http://www.wittgensteinsource.org/
———. (2003). Tractatus Logico-Philosophicus. Translated by C.K. Ogden. New 

York: Barnes & Noble.
———. Tractatus Map. University of Iowa Tractatus Map. Accessed December 21, 

2018. http://tractatus.lib.uiowa.edu/.
Wittgenstein, L., and Y. Smythies. (2017) Wittgenstein’s Whewell’s Court Lectures. 

Edited by V. Munz. and B. Ritter, Malden and Oxford: Blackwell.



3. NORMATIVITY AND 
COLLECTIVE INTENTIONALITY





 | 129

https://doi.org/10.18485/baf.2024.1.ch5

Vasiliki Xiromeriti

COLLECTIVE DELIBERATION IN EPISTEMIC 
GROUPS: LESSONS FROM DELIBERATIVE 

DEMOCRACY

Abstract: The paper examines the role of collective deliberation in epistemic col-
laborations. While collective deliberation is extensively studied in political phi-
losophy and democratic theory, its role in genuinely epistemic contexts remains 
underexplored. The paper argues that collective deliberation is vital for achieving 
understanding and justifiedness, particularly in situations where epistemic ques-
tions permit multiple solutions because of diverse background theories and meth-
odologies. Building on Bratman’s account of shared agency, the paper describes 
epistemic collaborations as joint actions, where deliberation plays a central role in 
shaping collective views. Collective deliberation plays an important role not only 
in structuring epistemic collaboration but also in justifying the collective results. 
The paper advances a dialectical or deliberative account of group epistemic justi-
fication, where the latter relies on a process of giving and asking for reasons. By 
integrating insights from deliberative democracy, normative standards for collec-
tive epistemic deliberation are proposed.

Keywords: collective deliberation, epistemic collaboration, deliberative democ-
racy, group epistemic justification.

1. Introduction

It is widely accepted that knowledge is a social achievement. 
Scientific inquiry builds on collaborative interactions among experts who 
divide epistemic labor. Division of labor often combines with diversity 
and disagreement, which are thought to bear epistemic benefits to the 
scientific community (Zollman, 2010), and to be at the origin of scientific 
progress (Feyerabend, 1970, p. 203). Moreover, given the complexity of 
today’s issues (climate change, for example), much research is based on 
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interdisciplinary collaborations, uniting scientists from different fields 
and educational backgrounds. Although it is clear that knowledge in these 
contexts is a collaborative achievement, the way in which individuals come 
to share and integrate knowledge is not sufficiently understood. How is it 
possible for individuals, coming from different disciplines and cultures, to 
successfully collaborate on epistemic questions? And, when they do, on 
what grounds are their collective views justified?

The paper aims at exploring the role of collective deliberation in 
epistemic collaboration and justification. During the past decades, col-
lective deliberation has received much attention in normative philoso-
phy – especially, in democratic theory. Deliberative democrats argue that 
collective deliberation – conceived of as un uncoerced discussion among 
equals – can lead to “better” collective outcomes (Habermas, 1993; Es-
tlund, 2008; Landemore, 2017). The superiority of collectively deliber-
ated decisions – to those resulting from voting, for example – owes to 
the fact that participants to deliberation are encouraged to assess alter-
natives by providing and comparing reasons for and against competitive 
claims. Decisions produced this way are thereby more likely to satisfy 
some epistemic requirements for political decision-making – i.e., they 
tend to conform to some notion of truth, namely the principles of justice 
or the common good.

Although deliberative democracy is often discussed as a theory of 
political justification, the normative role of deliberation in genuinely 
epistemic contexts remains underexplored. There is undoubtedly a good 
reason for this. One cannot really argue about facts of the matter. Unlike 
practical questions – with respect to which one is free to make up her 
mind – epistemic questions about how the world is are rationally settled 
in a compulsive way – by reference to agent– and context-independent 
criteria – namely evidence and proof. Evidence being objective, unlike 
personal commitments and preferences, disagreement should be consid-
ered as an indication of error or lack of information. Collective delib-
eration, involving weighing reasons for and against possibilities, is thus 
reserved to questions that call for a decision. On the contrary, collec-
tive inquiry seems to be a matter of integrating evidence from different 
sources, including higher-order evidence regarding each other’s exper-
tise, and not deliberation.

However, it is still possible that there is more than one permissible 
explanations for a single phenomenon. The choice among them cannot 
be settled by solely appealing to evidence but remains dependent on 
background theories and methodological assumptions. There might 
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be different perspectives on what can count as evidence or on what 
one can reasonably infer from it (Longino, 2001). Indeed, the evidence 
available at some given time may be insufficient to determine what 
beliefs on should hold in response (the underdetermination thesis), 
or a body of evidence could support conflicting beliefs about the same 
proposition (the permissivism thesis). Diversity and disagreement of 
this sort are particularly salient in scientific collaborations – especially 
in interdisciplinary ones – and cannot generally be discounted to lack of 
evidence or intelligence.

If epistemic questions can have more than one permissible solu-
tions and cannot be tracked by appealing to some overriding principle 
(e.g., evidence), they need to be settled through argumentative interac-
tion. This is why, according to Longino (2001, p.129), an adequate norma-
tive theory of knowledge should focus on the deliberative process through 
which knowledge is produced. However, a strictly procedural account of 
knowledge would be insufficient. One cannot possibly discount the epis-
temic requirements for truth, without inflicting violence on the concept of 
knowledge itself (Rescher, 2003, p.10).

This paper aims at clarifying the role of deliberation in epistemic rea-
soning in groups. By reinstating its role in scientific collaborations, it will 
build on the deliberative theory of democracy to propose an account of 
deliberative epistemic justification of collective views. The paper is struc-
tured as follows: It begins by addressing the role of collective delibera-
tion in epistemic collaborations, by relying on Bratman’s account of shared 
agency. Secondly, the paper focuses on the question of what group epis-
temic justification is. The normative account I defend can be described as 
dialectical or deliberative, since collective justification depends on a pro-
cess of giving and asking for reasons – in other words, on argumentation. 
Finally, I will defend this epistemological account, by relying on the de-
liberative democratic theory. This way, I will respond to objections raised 
against dialectical accounts of epistemic justification, by showing that col-
lective deliberation can respond to epistemic requirements.

2. Epistemic Collaborations

Collaboration is a salient phenomenon in science. Scientists often work 
together in research teams and publish their findings in multi-authored 
papers (Thagard, 2006). Moreover, scientific collaboration today seems 
to respond to a practical necessity (Rolin, 2015). Contemporary scientific 
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questions require research teams to integrate expertise from different 
specializations or disciplines, and to combine materials and resources 
(Andersen and Wagenknect, 2013). Hence, groups play a central role in 
knowledge production. But what does it mean for agents to collaborate on 
epistemic questions? How are epistemic collaborations possible, especially 
among individuals with different expertise and epistemic perspectives?

Although epistemology generally takes group beliefs as a departure 
point and raises the question whether these beliefscan have the features of 
knowledge (truth and justification), I will begin by noticing that epistemic 
collaborations, such as research teams or authors publishing together, can 
be described as collaborative activities. This means that collaborations, in-
cluding epistemic ones, are characterized by a shared intention. But what 
does it mean for a group of individuals to share an intention? There are 
many influential accounts for shared agency in the philosophical literature 
(Gilbert, 2000; Tuomela, 2007), but my explanation here will be broadly in-
spired by Bratman’s analysis of shared intentional action (Bratman, 2014). 
For the purposes of the present enquiry, Bratman’s approach presents two 
important advantages in comparison to competingaccounts. First, Brat-
man’s account makes the fewestpossible normative assumptions on the 
ground level of explanation. For shared intentional action to be possible, 
it is not required that there is a strong institutional background or, more 
generally, a consensual evaluative or cognitive background among partici-
pants. Thus, it makes it possible to consider collaboration even in contexts 
where substantial disagreement prevails – in interdisciplinary groups, for 
example. Secondly, Bratman does not take shared intentions as given but 
addresses the process by which they come to be developed. Individuals 
may have a plan of acting together, but this plan needs to be “filled in” 
through reasoning on the part of the members of the group. However, 
unlike Bratman, I will be interested in epistemic, rather than genuinely 
practical, contexts.1

For Bratman, shared intentions should not be understood as attitudes 
in individual minds (i.e., “I intend to do my part in our shared action”), 
nor as attitudes belonging to a collective super-mind – for such a mind 
does not exist. Rather, a shared intention is a network of appropriately 
interconnected individual intentions. This way, Bratman proposes a non-
summative, yet bottom-up account of shared agency. Following Gilbert’s 
distinction (Gilbert, 1989), while summative views reduce the group’s 
intentionality to an aggregation of the intentional states of its members, 

1 Although I rely on Bratman’s account of shared intentionality and I generally take 
collective views to be acceptances, rather than beliefs, I do not rely on Bratman’s 
definition of acceptance (Bratman, 1992).
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non-summative accounts recognize a distinctive intentional standing to 
the group. At the same time, for Bratman, group intentionality remains 
responsive to the intentions and attitudes of the members of the group, 
the interplay of which is at the origin of the shared intention.

This is a plausible description of epistemic collaborations. Indeed, 
epistemic collaborations are characterized by a shared intention (e.g. a 
research project). However, this project is not a mere aggregation of the 
contributory intentions and actions of the members of the group. Al-
though a research team has a shared plan, individual scientists contribute 
differently towards its realization, each having a distinct task – or con-
tributory intention. After all, epistemic collaborations express views that 
are irreducible to those of their members. Collaborative research generally 
gives rise to conclusions that none of the members could ever individually 
reach or hold, but that emerge as a result of complex interactions among 
them (Palermos, 2022). A multi-authored research paper is not generated 
by simply adding up the authors’ contributions. Also, even if there is a 
dissenting minority or the group view expresses a compromise that does 
not conform to anyone’s opinion, the members can let it stand as their 
collective view on some epistemic question. The collective view is never-
theless responsive to the contributory intentions and actions. While some 
epistemological approaches (Kuhn, 1970), inspired by the sociology of 
science, explain individual contributions in terms of their relation to the 
cognitive resources of a scientific community, there are reasons to avoid 
trivially definingindividual contributions this way. Indeed, in interdisci-
plinary groups, there is no single type of cognitive resource – contempo-
rary research cuts across disciplinary boundaries. Moreover, it is the aim 
of science to constantly reflect and develop the cognitive resources and 
tools available within the community (Andersen, 2016).

The existence of an overall shared plan is a necessary condition for 
joint action, but not a sufficient one. For example, is not sufficient that 
we both plan to paint the room together for us to actually paint the room 
together (Bratman, 2000, p.122). In scientific collaborations, conditions 
for joint action as presented by Bratman do also hold. It is undoubtedly 
necessary that the group has a common project – e.g., to explain certain 
phenomena, to model a system, or to validate a hypothesis. Yet, a research 
team divides the labor among its members. Individual scientists or sub-
groups of scientists are generally supposed to contribute to the project ac-
cording to their specialization and by accomplishing different tasks. Con-
tributory intentions and actions are thus interdependent, in the sense that 
they are mutually efficient with a view to the realization of the project2. 

2 In Bratman’s vocabulary, one could say that contributory intentions “interlock”.
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Interdependence also involves beliefs about each other’s commitment to 
the common project. Given the division of labor, collaborators need to 
trust each other that they will complete their task reliably for collabora-
tion not to break down. Finally, the shared goal, as well as interdependen-
cy in efficiency and persistence, are matters of common awareness within 
the group (Bratman, 2014).

However, this complex intersubjective structure should not be taken 
for granted. Imagine that a research group is assigned a research project. 
The means by which this project will be carried out are not obvious. One 
cannot expect individual scientists to unilaterally work on some tasks ac-
cording to their specialization and simply add up their findings to gen-
erate the collective result. Contributory intentions might conflict, and 
disagreements are likely to arise as to the relevant evidence, background 
theories and hypotheses, methods to be employed and specific goals to be 
achieved. Unless contributory plans and views are assigned an appropri-
ate weight, their working together could hardly count as a genuinely col-
laborative activity. This is why Bratman introduces a further condition for 
shared intentional action – that of meshing subplans. In other words, par-
ticipants to the joint activity need to be responsive to each other’s reasons 
and try to make them mutually satisfiable and coherent.

This idea gives a central role to collective deliberation in building col-
laboration. Meshing subplans and achieving this kind of intersubjective 
rationality is a deliberative issue. Individuals need to provide and compare 
reasons for and against competitive claims in their effort to coordinate 
with a view to their shared intention. Research teams need to engage in 
reasoning of this sort. Division of labor requires scientists to appeal to 
each other, assess and organize partial contributions and testimony rather 
than acting by themselves. In case of epistemic divergence and disagree-
ment, they need to combine their cognitive resources and make their con-
tributions coherent for their collaboration to be efficient.

However, for shared reasoning to be possible, participants need to be 
able to evaluate and respond to each other’s reasons. Thus, there should be 
some form of common ground, enabling mutual intelligibility and justifi-
ability. Does this mean that collective deliberation is only possible among 
individuals of the same mind? It would be too strong to assume that, to 
be able to deliberate, individuals should have a background of consensual 
value judgments and beliefs. After all, many interdisciplinary collabora-
tions succeed, while scientists have different cognitive resources, training, 
and conceptual devices.

Bratman suggests a weaker way of understanding this common 
ground. He claims that what is necessary for shared reasoning to be pos-
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sible is not a background consensus on values and beliefs, but rather 
common policies about weights (Bratman, 2014). In other words, partici-
pants to deliberation should share an intention to treat certain types of 
considerations as mattering in their reasoning together, while excluding 
others. For instance, a scientific team would assign a proper weight to ex-
perimental findings and exclude considerations of religious nature, even 
if all members of the group are religious. When it comes to science, these 
might be shared epistemic standards for assessing contributions. These 
standards can be quite general in nature and defeasible, and there needs to 
be no agreement on their relative priority.

More generally, this common ground corresponds to a common 
background knowledge, which is procedural rather than propositional 
(Ryle, 1994; Thagard, 2006). This could involve policies of giving weight 
to certain types of considerations (epistemic reasons) or procedural rules 
(respect, consensus, etc.). Moreover, these shared commitments do not 
have a merely instrumental role in shared deliberation. They represent the 
group’s point of view on an issue (Bratman, 2014, p. 141), according to 
which, in a context of common knowledge, different scientific assertions 
must be justified.

To summarize, epistemic collaborations can be described as inten-
tional actions on the part of the group. Scientists often collaborate on 
common projects to combine epistemic resources and material means, to 
reach conclusions they could not unilaterally reach or could only reach 
with substantial costs. As such, contributory intentions, views, goals, and 
actions should be appropriately interrelated for the group to be performa-
tive. Following Bratman, this means that relevant attitudes and intentions 
should be appropriately responsive to intentions and actions of others. 
This is ensured through collective deliberation, which is required in sev-
eral stages of the joint enterprise.

3. Group Epistemic Justification

Epistemic collaborations can be described as joint actions, character-
ized by a shared intention. They are indeed meant to address common 
epistemic questions, by adequately combining the cognitive resources and 
actions of their members. The main difficulty with this action-centered 
approach is that it leaves open the question of epistemic justification – 
that is, the question of whether the group is justified in holding a view 
that por, in other words, whether this view can have the features of knowl-
edge (truth and justification). Indeed, within this approach, epistemic ra-
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tionality can easily be understood as instrumental rationality, which does 
not exclude justification for pragmatic reasons. Shared deliberation has 
been described as aiming at coordination with a view to joint action, but 
agreement and efficiency are not by themselves epistemic values. Hence, 
one needs to understand how groups come to be epistemically justified in 
holding a view.

Collaborators in this case do not merely aim at acting together. Their 
goal is knowledge. Since they are meant to provide a response to epistemic 
questions – that is, questions of explanation and prediction – potential 
agreement on some view should be motivated by epistemic reasons. In 
other words, their collective views are subject to standards of epistemic ra-
tionality. The question is then how and when individuals working togeth-
er can be said to know. On what grounds are the collaborative results epis-
temically justified? In the growing literature about knowledge in groups, 
one can distinguish two types of approach to group epistemic justification 
– deflationary and inflationary approaches (Lackey, 2016)3.

According to deflationary accounts, a group G is justified in holding 
a view that p as true if and only if all or most of its members are justi-
fied in holding a view that p as true4. Within this approach, one can also 
consider justification as a matter of degree, increasing with the number of 
individuals justifiedly holding the view in question (Goldman, 2014). In 
fact, deflationary approaches understand the justification of a group’s view 
in terms of the justification of the individual members’ views. They claim 
that justification of doxastic attitudes is the same for a group as it is for 
an individual. A group, as well as an individual, aims at the truth and the 
only means for accomplishing this goal is by considering all the relevant 
evidence. Since doxastic attitudes have a mind-to-world direction of fit, 
and since there are objective facts out there, when rational individuals are 
exposed to the same evidence, they will eventually converge on the truth. 
According to Meijers, if only epistemic reasons for believing are taken into 
consideration, it is impossible that there is a difference in content between 
individual beliefs and the beliefs of the group (Meijers, 2003). Therefore, 
deflationary approaches argue that, for a collective view to be justified, it 
needs to be responsive to individuals’ justifiers – that is, individual mem-

3 Although these approaches are often denoted as summative and nonsummative 
– respectively, I avoid this notation in order not to confuse them with the notion 
of group employed. It is possible to hold a nonsummative deflationist view and a 
summative inflationist view of group justification.

4 Proponents of this account typically refer to beliefs. I reformulate “believing p” by 
“holding the view that p as true” to avoid the debate on whether groups can have 
genuine beliefs or mere acceptances.
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bers’ private evidence, including higher-order evidence about each other’s 
expertise and reliability.

Deflationary approaches rightfully insist that the collective result, in 
order to be appropriately justified, should be responsive to the individu-
als’ reasons. To the extent that epistemic collaborations are characterized 
by an epistemic intention – that is, they aim at the truth, ignoring or not 
assigning appropriate weight to relevant evidence is irrational. The prob-
lem is that this approach assumes that individuals’ justifiers could be eas-
ily added up. This assumption underestimates diversity and disagreement 
within epistemic groups. Disagreement, here, is taken to be irrational. 
Rational individuals are supposed to be able to agree once all relevant 
evidence is taken into consideration. However, disagreement may well be 
justified by diversity in methodologies and background theories and as-
sumptions (Dang, 2019). In research teams, scientists are likely to disagree 
on how to assess evidence or on what one can reasonably infer from the 
evidence collected. Collective epistemic justification is thus not identical 
to individual justification since it further requires an aggregation proce-
dure and compromise.

Further limitations appear once one considers group justification in 
terms of aggregation. Imagine an experts’ committee seeking to make a 
prediction about whether the planet’s temperature will increase during the 
next decade. The proposition “The planet’s temperature will increase dur-
ing the next decade” (c) is supported by a set of other propositions: “CO2 
emissions will increase” (d), “Increase in CO2 emissions causes rise in 
planet’s temperature” (d→c). According to what has come to be known as 
the “discursive dilemma” (Pettit, 2001), majority voting on interconnected 
propositions may lead to inconsistent group judgments, even when indi-
vidual judgments are fully consistent (List and Pettit, 2002). Consider the 
following example, where majority endorses d and d→c, while rejecting c.

d d→c C

Individual 1 True True True

Individual 2 True False False

Individual 3 False True False

Majority True True False

In other words, aggregation cannot secure a deductively closed and 
consistent set of collective attitudes. On the basis of justified individual 



138 | Vasiliki Xiromeriti

judgments, the group ends up justifiedly endorsing a contradiction. Thus, 
aggregation does not necessarily preserve rationality or justifiedness.

Such problems do not arise if one adopts an inflationary account of 
group justification. Inflationary accounts take the group as the epistemic 
subject and collective views are justified by means of reasons accepted on 
the collective level. In other words, the group justifiedly holds a view that 
p as true if and only if the group is itself justified in doing so, over and 
above the individual members’ views. Thus, even when scientists within a 
research team do not actually agree on theconclusion, they have reasons 
to let it stand as the group’s view. According to Schmitt, who defends such 
an account,

“A group G justifiedly believes that p if and only if G has a good reason to 
believe that p, and believes that p for this reason, where G has a reason r to 
believe that p if and only if all members of G would properly express open-
ly a willingness to accept r jointly as the group’s reason to believe that p.” 
(Schmitt, 1994, p. 265 – italics added)

This approach, also known as the joint acceptance account of group 
justification, argues that a group is justified in holding a view that p as 
true, if the members openly agree to let a reason r stand as the group’s 
justifier. And, according to Schmitt, one should think of this reason as 
an epistemic one: p has been obtained through a reliable process, it is 
grounded in adequate evidence, and so on. It is important to notice that it 
is not necessary for individuals to actually express such an agreement. The 
endorsement of the relevant reasons can be entailed by their generalcom-
mitments (Lackey, 2016, p. 347). In other words, joint acceptance does 
not need to be motivated by explicit acceptance of the relevant reasons 
through discussion and argumentation. It is sometimes enough to think 
of what individuals would accept. Agreement on the relevant reasons can 
thus be presupposed or assumed, given one’s belonging to a group.

While group views can indeed be justified on their own right, inde-
pendently from whether the individuals subjectively hold the views in ques-
tion, this account faces some problems. The account appears to be both too 
strong and too weak for group justification. First, it makes group justifica-
tion “too hard to come by” (Lackey, 2016, p. 350). Group justificationhere 
requires agreement on the reasons supporting a result. Yet, if groups have 
hard time agreeing on a conclusion, it is even harder to expect that they 
will agree on the reasons supporting it. And, sometimes, it is even possible 
to agree on a result even if they have different (epistemic) reasons for doing 
so. Hence, this view of group justification seems to neglect (or to suppress) 
fundamental diversity within epistemic groups (Dang, 2019).
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Moreover, the requirement of joint acceptance can seem too weak for 
the group view to be justified, since there are no further explanations re-
garding the way joint acceptance has been obtained – it may be the result 
of manipulation or social pressure. Feminist philosophy of biology has re-
vealed that broad scientific agreement has often dissimulated androcentric 
biases, resulting from the historically systematic exclusion of women from 
science. This has given rise to myths about female biology – regarding, for 
example, female orgasm (Lloyd, 2005). Agreement, or joint acceptance, is 
thus not constitutive of the correctness of the result.

Collaborative views indeed have a distinctive epistemic standing. 
They cannot be described as a mere aggregation of individual members’ 
judgments but emerge as a result of complex interactions and reasoning 
among individuals who divide the labor, at multiple stages of the collabo-
rative inquiry. Reasoning might lead to mutual adjustments and the dis-
covery of novel solutions, which are not amenable to aggregative analyses. 
Therefore, group epistemic justification is distinct from and not reduc-
ible to individual justification. At the same time, group views need to be 
responsive to individuals’ reasons. Not only it would be epistemically ir-
rational not to assign the appropriate weight to individuals’ justifiers or 
defeaters, but also diversity is generally thought to result inepistemic ben-
efits to the group. It makes it possible to expose problematic background 
assumptions and sources of error, leading to epistemically better results 
(Longino, 2001). What matters is not whether the result is supported by 
generally accepted or presumably acceptable reasons, but whether the rel-
evant justifiers have been adequately taken into consideration, compared, 
and evaluated. Hence, an appropriate account of group epistemic justifica-
tion should also focus on the epistemic virtues of the procedures by which 
collaborative results are generated.

This suggests a procedural account of group knowledge. This idea is 
expressed in Popper’s epistemology, where scientific knowledge advances 
toward the truth by improving tentative theories through a process of er-
ror reduction achieved by testing and intersubjective criticism (Popper, 
1972). A theory is corroborated or can be provisionally considered as true 
if it has met the required burden of proof. The degree of corroboration 
of a theory is determined by factors such as the extent of critical discus-
sion of the theory, its degree of testability, the rigorousness of the tests it 
has faced, and its resilience in enduring these tests (Popper, 1972, p.18). 
Knowledge in epistemic collaborations evolves in a similar manner. Par-
ticipants to the collaboration pool all relevant evidence and submit their 
contributions to testing and argumentative assessment of evidence, hy-
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potheses, and theories. A justified collective view is based on reasons that 
survive this critical process.

This weighs in favor of a dialectical or deliberative understanding of 
group epistemic justification. The group jointly accepts letting p stand as 
its view because the participants trust the procedure by which this result 
has been generated. In a dialectical or deliberative understanding of epis-
temic justification (e.g., Hakli, 2011; Beatty and Moore, 2010), justification 
is linked to the practice of giving and asking for reasons. Participants are 
encouraged to express their views, engage in open dialogue, and critically 
assess the evidence, assumptions, and reasoning behind each perspective. 
This critical discourse serves as a crucible for refining ideas, identifying 
weaknesses in arguments, and fostering a collective understanding that 
transcends personal convictions and biases. Through this process, the col-
lective views that emerge are not only more robust, but are also reflective 
of a well-informed and scrutinized decision. Claims and views are jus-
tified to the extent that they survive a process of giving and asking for 
reasons. In other words, according to this account, a group G is justified 
in holding the view that p as true if and only if p has been successfully 
defended against reasonable challenges during collective inquiry and de-
liberation. What counts as a reasonable challenge or legitime defense is 
determined by the epistemic principles characterizing the epistemic com-
munity (Hakli, 2011, p. 15).

It is, however, noteworthy that argumentation differs from demon-
stration. Indeed, according to this understanding, epistemic reasoning is 
defeasible. This means that the premises might provide good support to 
the conclusion, but they do not guarantee its truth. Collaborative results, 
as sets of propositions, that count as knowledge should not be considered 
as true, justified beliefs, but as corroborated statements which are sub-
ject to refutation once new evidence and better reasons become available. 
Hence, epistemic rationality is to be understood as “bounded procedural 
rationality” (Walton, 2016, p. 209). Given our limited cognitive abilities 
and the resources available in the specific epistemic context, scientific the-
ories are rationally justified through interactive argumentation.

4. Normative standards for epistemic deliberation

Collective deliberation seems to play a central role in structuring 
epistemic collaboration, especially when the group under consideration is 
significantly diverse. Although the dialectical understanding of epistemic 
justification captures the intuitive way of thinking of justification as pro-
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viding and responding to reasons, the epistemic properties of collective 
deliberation have been extensively challenged. It has been argued that de-
liberation, which is subject to social pressure and confirmation biases, has 
the tendency to radicalize existing positions, instead of leading to more 
considered judgments (Sunstein, 2006). In the realm of science, this ap-
proach raises further worries because it seems to make collective views 
depend on negotiation, involving practical and political factors such as 
career interests and power relations (Pickering, 1986). Moreover, it seems 
to constitute a rather weak basis for epistemic justification, since a speaker 
can be quite persuasive when advancing false claims, or the audience can 
simply be gullible (Lackey, 2016, p. 349). It is thus necessary to defend 
the epistemic value of collective deliberation, by examining the conditions 
under which interpersonal argumentation might maximize the chances 
of getting to correct or true collective views. This issue has already been 
raised by deliberative democrats. So, it would be interesting to apply the 
ideas of deliberative democracy to thinking about collective deliberation 
and judgment in epistemic collaborations.

Deliberative democracy has been proposed as a theory of democratic 
justification.5 One needs to notice that there is generally a conflict be-
tween democracy and truth – either we conceive it as factual truth, cor-
rectness, rightness, etc. On one hand, democracy, by definition, requires 
collective decisions to be responsive to citizens’ reasons. Moreover, ad-
mitting that citizens have an equal moral status requires that their prefer-
ences and views are treated in an equal way. Thus, democratic decisions 
should be produced through a fair procedure that takes into consideration 
individuals’ preferences and views – typically majority voting. However, 
without further qualification, voting seems like a garbage in – garbage out 
process: If individuals are irrational, immoral, or simply self-centered, the 
collective decision will probably reflect these properties. Democracy then 
risks violating some fundamental principles of justice – such as human 
rights. In this sense, democracy seems at odds with epistemic concerns 
about the quality of the decision. On the other hand, if one privileges this 
epistemic concern, she should be able to define some univocal procedure-
independent principles that the collective decision should satisfy. If this 
were possible, collective decisions could easily be trusted with a group of 
moral experts. However, in a pluralistic society, it is likely that different 
individuals have different conceptions of the common good or of what 
justice requires. Democracy is thus a means to acknowledge diversity. In 

5 “The notion of deliberative democracy is rooted in the intuitive ideal of a democratic 
association in which the justification of the terms and conditions of association 
proceeds through public argument and reasoning among equals.” (Cohen, 1989, p. 21)
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response to this dilemma between inclusion and epistemic justification, 
deliberative democracy proposes itself as an alternative. Collective delib-
eration is presented as a meditation between reason and will (Habermas, 
2010, p. 175). Collective decisions are responsive to individuals’ prefer-
ences, but these preferences are no longer taken as primitives. They are in-
formed and tested in a critical debate among equals (Elster, 2003) – even-
tually before voting.

Deliberative democracy makes democratic justification depend not 
simply on the fairness of the decision-making procedure, nor on some 
presumably consensual values or judgments. Justification is rather de-
pendent on the reasoning supporting the collective results. In this sense, it 
suggests a means for justification of collective views that combines inclu-
sion of the diverse points of view with collective justifiedness. Justification 
here is not simply a matter of coordination and agreement, but the results 
should be expected to have some epistemic qualities. In other words, argu-
mentation should lead to “better” decisions. Assuming that there is more 
than one permissible solution, the aim of deliberation is to track the best 
response to the problem faced by the group. The question then is under 
what conditions these epistemic properties of deliberation are satisfied 
in epistemic groups. In the realm of epistemic collaboration, the integra-
tion of deliberative democracy offers a structured approach to decision-
making that involves a careful balance between procedural (democratic) 
norms and substantial (epistemic) principles.

Deliberative democracy places significant emphasis on procedural 
norms, defining the rules and processes that govern deliberation. In the 
context of epistemic collaboration, these norms are vital for ensuring a 
fair, inclusive, and rational discourse among members. To begin with, in-
clusion is a democratic norm, which seems to have important epistemic 
value as well. Deliberative democracy underscores the importance of in-
cluding diverse perspectives in decision-making processes. In a political 
context, this is certainly justified by the equal moral status afforded to 
each citizen. Yet, diversity, as it has already been explained, has an epis-
temic value as well. In epistemic collaborations, inclusion ensures a com-
prehensive exploration of ideas, minimizing blind spots, and revealing 
independent sources of error. Diversity acts as a safeguard against cogni-
tive biases, promoting rigorous evaluation and critical thinking, while it 
stimulates creativity and innovative thinking.

Does this imply that contributory views and claims should be assigned 
an equal weight? According to Longino, the equality condition should be 
understood in a qualified or tempered way (2001, p. 131). Division of 
labor combines with different expertise across individuals and research 
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questions. In fact, what is required by democracy is that everyone is given 
an equal opportunity to influence the result. However, the actual influ-
ence she will have on it is mediated by epistemic considerations, such as 
her epistemic competence and expertise. This qualification of the equality 
condition follows, after all, directly from the argumentation practice. Dur-
ing collective deliberation, the mutual assessment of reasons and positions 
is supposed to discriminate between arguments. This is what Habermas 
calls “the unforced force of the better argument” (Habermas, 2000, p. 37). 
So, in case of disagreement with the collective view, members feel never-
theless that they had the opportunity to defend their points. Their posi-
tion was simply not strong enough to convince others.

Moreover, deliberative democracy emphasizes the importance of ra-
tional discourse, critical analysis, and the careful examination of possibili-
ties to arrive at well-justified collective views. Argumentation is not simply 
meant to persuade or to win, although participants may be so motivated. 
In other terms, the normative role of argumentation does not rely on its 
ability to generate agreement, but on its truth-conducive properties (Betz, 
2013). Indeed, what deliberative democrats focus on are the epistemic and 
sometimes social benefits of argumentation. During deliberation, partici-
pants are encouraged to formulate the reasons that support their claims, to 
defend their views and criticize those they disagree with. By doing so, and 
especially by revealing troubling implications or assumptions and blind 
spots in others’ positions, they reveal existing limitations and increase the 
information available within the group (Hafer and Landa, 2007). They 
also expect that it is those reasons that decide the fate of the propositions 
under discussion – and not, for instance, social power or coercion (Co-
hen, 1989). Agreement or coordination – if achieved – is thus rationally 
motivated. Others have argued that argumentation also hascivilizing ef-
fects (Elster, 1995), which can be said to contribute to the epistemic qual-
ity of the results. In fact, although individuals may be self-centered, by 
being constrained to invoke reasons that are likely to persuade, they finish 
by adhering to these reasons. In this sense, argumentation promotes im-
partiality and objectivity.

These epistemic properties of argumentation are particularly salient 
in epistemic collaborations, where argumentation serves as a powerful 
tool for exploring, refining, and justifying collective results. However, one 
needs to consider an important objection. Argumentation, as one can eas-
ily realize by everyday practices, does not necessarily lead to these positive 
effects. People are not generally open-minded; rather, they tend to neglect 
dissenting arguments or to dismiss their sources as unreliable (DutihlNo-
vaes, 2022). Under such circumstances, collective deliberation can be ex-
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pected to have little effect on individuals’ minds or the collective result, 
and its effects – if any – would be latent or slow (Mackie, 2006). This is why 
deliberative democracy draws attention to a central procedural require-
ment for collective deliberation: mutual respect. Also, participants need to 
be open to discussing their positions and revising their views when criti-
cism succeeds. It is reasonable to suppose that these conditions are more 
easily satisfied in epistemic collaborations such as research teams, rather 
than in the political realm (Dutilh Novaes, 2022). Collaborators in science 
generally see each other as epistemic peers, though they might have dif-
ferent areas of expertise. Moreover, science being organized according to 
the principle of “organized skepticism” (Merton, 1973), researchers should 
welcome challenges.

While procedural norms provide the framework for deliberation, sub-
stantial principles focus on the underlying values and criteria that guide 
decision-making. More precisely, these are values and criteria according 
to which the advanced claims are defended or criticized, and decisions 
evaluated or justified. At least in its epistemic versions, deliberative de-
mocracy claims that procedure-independent criteria are needed so that 
deliberation can indeed constitute a theory of democratic justification. If 
the determination of rightness or truth is solely based on citizens’ agree-
ment – based on their preferences – it becomes challenging to substantiate 
key tenets of the deliberative ideal – such as the claim that collective de-
liberation improves the quality of collective decisions (Estlund 1997). One 
needs to appeal to some criteria, according to which the quality of deci-
sions is to be assessed. For the same reason, epistemic deliberation needs 
to be constrained by epistemic criteria.

According to Longino, publicly recognized standards are indispensa-
ble for evaluating theories, hypotheses, and observational practices within 
a scientific community (2001, pp.130–131). They constitute the before-
mentioned “common ground”, which being common knowledge among 
participants, structures shared reasoning and allows for mutual under-
standing and justifiability. In a deliberative context, it is against these 
standards that arguments are evaluated. Epistemic criteria, admitted by 
the epistemic community, determine what a reasonable challenge or a le-
gitimate defense is in argumentation (Hakli, 2011, p. 15). They also allow 
us to distinguish what constitutes a valid contribution in the epistemic 
practice. The significance or relevance of the contribution is rooted in 
adherence to public standards, reflecting the community’s cognitive aims 
and allowing for non-arbitrary evaluation in argumentation.

There is good reason to believe that not all considerations can count 
in epistemic deliberation. These standards distinguish the kind of reasons 
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one can reasonably advance in support of her claims or to challenge those 
of others. But what do these standards consist in? One solution is to derive 
those standards in an a priori way, by assuming that the goal of epistemic 
groups is truth and that the means by which one can reach it are univocal. 
In this sense,one could derive methodological criteria for science, or even 
the characteristics of a canonical method that could distinguish between 
science and pseudoscience. However, the history of science shows us that 
these abstract standards have little critical force in practice (e.g., Fagan, 
2016). Research methods evolve according to the requirements of inves-
tigation in each epistemic context. Methods differ from one discipline to 
another and across experimental contexts.

There are no formal, univocal criteria for evaluating hypotheses and 
theories, especially in a collective epistemic practice. What groups dis-
pose of is a set of “epistemological strategies” (Franklin, 2023), that is, a 
procedural background common knowledge that characterizes each epis-
temic group. Although social factors, such as power and career interests, 
can exert an important influence on scientific judgment, these considera-
tions ultimately prove insufficient to provide justification in the long run. 
Justification of scientific results is ultimately based on reasons, generally 
accepted as epistemic by the scientists – even if this does not exclude disa-
greement as to the appropriate weight to assign to each of these reasons.

These strategies reflect general shared epistemological commitments. 
For example, in the case of physics, the standards constituting the common 
ground of argumentation appeal to the epistemology of experimentation – 
to considerations such as calibration, statistical studies of probable priors, 
elimination of plausible sources of error, independent confirmation and 
so on (Franklin, 2023). In interdisciplinary groups, these standards might 
be more abstract in nature, since participants do not belong to the same 
field, nor do they have the same educational background or methods of 
inference. However, there are some common epistemic values among 
researchers of different fields, and these are the basis for distinguishing 
points of agreement or even justified disagreement. These standards re-
flect the community’s cognitive aims and are thereby dynamic, subject to 
criticism and transformation based on shared values and goals. Their ac-
ceptance is an ongoing process, shaped through repeated acts of reflection 
and criticism, echoing the continuous evolution of knowledge (Longino, 
2002).

A final point left to discuss is whether consensus is a promising nor-
mative goal for epistemic deliberation. Early theories of deliberative de-
mocracy have indeed considered consensus to be the ideal goal of delib-
eration (Habermas, 1993; Elster, 2013; Cohen, 1989). Rational consensus 
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seems to guarantee the two central claims of the deliberative ideal: au-
tonomy (i.e., no one is constrained by decisions she has agreed to) and 
the common good (i.e., the common good or the truth is self-revealing 
through a reasoned debate). In science, consensus plays a central role as 
well, since it is considered as the touchstone of truth and attests of sci-
entific authority. However, consensus has been criticized as a normative 
ideal. The demand for consensus is likely to create strong pressures to-
wards unanimity for the wrong reasons – for example, social conformity 
– which contravenes the epistemic goals of deliberation (Sunstein, 2006). 
So, consensus is rather an indirect goal of deliberation, while participants 
directly aim for truth or better understanding (Landemore and Estlund, 
2019, p. 124). What is required for epistemic justification of the collabora-
tive views is not consensus, but joint deliberative acceptance (Beatty and 
Moore, 2010). In other words, what justifies the group in holding a view 
that p as true is that each has agreed on letting this view stand as the 
group’s view, because of the process it has been generated by.

5. Conclusion

This paper has emphasized the central role of collective deliberation 
in epistemic collaborations. Collective deliberation appears to be crucial 
not only in organizing collaboration but also in justifying collective views. 
Relying on Bratman’s account of shared intentionality, I showed how col-
lective deliberation works in generating collective views, especially in a 
setting where diversity and disagreement are salient. The paper also pro-
posed a deliberative account of group epistemic justification. Inspired 
by deliberative democracy, this approach asserts that the justification of 
collective views arises from the argumentative process by which they are 
generated. This approach was defended by demonstrating the epistemic 
properties of deliberation. The paper thus contributes to a deeper under-
standing of how collaborative interactions shape knowledge production 
in interdisciplinary settings and enriches discussions on the intricate pro-
cesses involved in collaborative knowledge creation.
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SEARLE AND THE CREATION 
OF SOCIAL NORMS

Abstract: John Searle’s claim that institutional social reality, or what I call, nor-
med social reality is established through a type of representation with the double 
direction of fit cannot be maintained in the light of Arto Laitinen’s criticism to 
the effect that representations cannot have a double direction of fit. After present-
ing Laitinen’s argument, I argue that the normed social reality is created by a col-
lective statement of preferred normed collective action. I conceive normed collec-
tive action as a (necessarily) collective act of adding a normative aspect to some 
object, or an act that puts the actors in a normative relationship, stating which 
rights/ authorizations (etc.), i.e. obligations/duties (etc.) one agent has to another 
with regard to the object. In addition to not having a double direction of fit, the 
alternative speech act which I propose explains the fact that agents are willing to 
follow social norms and their expectation that social norms will be followed. At 
the end of the paper, I give a refined definition of normed social reality, from the 
resources of Searle’s account, based on previous considerations and the identifica-
tion of the perlocutionary force of such a speech act.

Keywords: John Searle, social reality, normed social reality, Arto Laitinen, 
speech acts, collective action, social norms.

Introduction

In The Making of Social World: The Structure of Human Civilization 
(2010) John Searle claims that institutional social phenomena are es-
tablished, reinforced, modified and abolished linguistically, i.e. through 
speech acts. Searle makes a distinction between institutional and non-
institutional social reality: institutional assumes norms of behavior, while 
non-institutional social phenomena consist of spontaneous social events. 
According to him, the kind of speech act that creates social norms is the 
status function declaration. These speech acts, Searle claims, have a dou-
ble direction of fit: through them, the reality is simultaneously represented 
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and changed. Throughout this paper I will use the term “normed social 
reality” to denote institutional social reality according to Searle, because it 
brings out the subject of consideration more closely – social phenomena 
constituted and governed by social norms.

ArtoLaitinen argues against the notion of representation with the 
double direction of fit, finding it internally inconsistent. Since I agree with 
his argument, I am forced to look for an alternative speech act that cre-
ates social norms in general. My thesis is that the speech act that creates 
social norms is a collective assertion of the preferred normed collective 
action for each collaborator. Being a theoretical representation the speech 
act I propose doesn’t have the double direction of fit, so it is immune to 
Laitinen’s objection. The solution I propose supports and is supported by 
two conspicuous features of typical social activity: agents are motivated to 
comply with social norms, and they expect that others will comply with 
the same social norms as well. I will label them Motivation and Expecta-
tion respectively.

The paper is organized in the following manner. In Section 1 I give an 
account of Searle’s general theory of social norms. In Section 2 a general 
account of representations will be given. Section 2 introduces some no-
tions that are necessary for understanding Laitinen’s criticism. Laitinen’s 
criticism will be presented in Section 3. Finally, in Section 4, I give my 
argument for the claim that the speech act that creates social norms is a 
collective assertion of preferred normed collective action for each mem-
ber of the collective. Also, in Section, 4 I will give a refined definition 
of normed society based (grounded) on Searle’s foundation taking into 
accountLaitinen’s critic and the aforementioned two features of normed 
social reality that I identified and termed Motivation and Expectation.

I will not discuss the validity of Searle’s theses about (1) the central 
importance of language in the construction of normed social reality, (2) 
Searle’s understanding of the distinction between constitutive and regu-
lative rules, and (3) ontological or epistemic priority of natural objects 
as Searle defines them. Although they can be questioned (e.g. Hindriks 
(2013) argues against (1) and (2), Morin (2013) questions (2), and Bran-
dom’s (2000) normative inferentialism can be seen as a challenge to (3)) I 
will assume their truth for the sake of argument.

2. Searle’s general conception of social norms

One of Searle’s key points in his analysis of social reality is that, 
originally, social norms are constitutive rules. As constitutive rules, social 
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norms take the form: an X counts as an Y in the context C. He claims 
that X and Y range over natural and social objects, and, loosely said, tools 
(more about these objects and their special relationship to variables later 
in this section). These rules, Searle claims, constitute, and even create the 
activity they regulate. He contrasts them with regulative rules that are in-
troduced subsequently to regulate a certain activity:

“...the rule ‘Drive on the right-hand side of the road’ regulates driving in the 
United States, but driving can exist independently of this rule. Some rules, 
however, do not just regulate, but they also create the possibility of the very 
behavior they regulate. So the rules of chess, for example, do not just regu-
late pushing pieces around on a board, but acting in accordance with a suffi-
cient number of the rules is a logically necessary condition for playing chess, 
because chess does not exist apart from the rules.” (Searle, 2010, pp. 9–10).

The conception of normed social reality is the central focus of Searle’s 
The Making of Social World: The Structure of Human Civilization. Searle 
presents it as part of a broader theory, the theory of social ontology, that 
deals with the social phenomena as such, both normed and not normed.

The basic distinction that Searle draws within his wider conception, 
and which is also transferred to the narrower theory, i.e. theory of normed 
social reality, is between natural and social phenomena. This distinction is 
made according to whether the phenomenon in question involves collec-
tive intentionality, which is the shared attitude of subjects toward the same 
object, such as ‘We believe it is raining’. Examples of social phenomena 
or facts are animals hunting together, or, as Searle points out, two people 
pushing a car together, formal meetings, sports matches, etc. Unlike social 
phenomena, natural phenomena do not include collective intentionality. 
More precisely, natural objects, according to Searle, do not presuppose 
intentionality at all. They exist outside of consciousness. As Searle says: 
“there are many phenomena that are totally independent of the mind, 
such as mountains, molecules, and tectonic plates.” (Searle, 2010, p. 17)

Normed social facts are the ones that involve social norms, i.e. collec-
tively accepted, expected and demanded patterns of behavior. The exam-
ples mentioned are non-normed social facts because, they in themselves, 
do not presuppose the existence of social norms. Unlike them, formal 
meetings, sports matches, etc. are normalized social phenomena; they im-
ply the norms that regulate them.

The ability to posit and act according to constitutive rules presup-
poses the ability to conceive of a certain object as some other object; the 
ability to count a piece of wood as a bishop (in a game of chess) is an 
instance of this capacity. Searle, of course, acknowledges this by speculat-
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ing that this ability of ours originates from an early ontogenic period and 
finds it explanatory for normed social reality:

“Small children can say to each other, ‘Okay, I’ll be Adam, you be Eve, and 
we’ll let this block be the apple.’ This, if one allows oneself to think about it, 
is a stunning intellectual feat. It was pointed out to me by Tomasello and Ra-
kozcy and it seems reasonable to suppose that it is the ontogenetic origin of 
the human capacity to create institutional reality. If in fantasy we can count 
an X as a Y that it is not really, then with maturity it is not at all hard to see 
how we can count an X as a Y where the Y has a kind of existence, because 
it regulates and empowers our social life, even though the Y feature is not an 
intrinsic feature of nature.” (Searle, 2010, p. 121).

In the social norm schema, placeholder X is a natural object, causal 
agentive function1 or status function, placeholder Y is a status function, 
and placeholder C is a particular environment. Both causal agentive func-
tions and status functions, Searle says, are agentive functions – properties 
of objects that are “intentionality-relative” (Searle, 2010, p. 59). Namely, 
agentive functions are the properties of an object assigned by the subject 
when imagining the object as suitable for a certain purpose. Agentive 
functions of causal type are intentionality-relative properties that an ob-
ject has solely in virtue of its intrinsic properties. Saws, cars and so on, 
are examples of this; a subject is required to count a collection of pieces of 
metal, plastic, rubber, etc., as a saw or a car, but the subject can use them 
for cutting or transportation based solely on the properties the objects 
already possess. In contrast, status functions are intentionality-relative 
properties that an object has solely by virtue of being accepted or collec-
tively imagined to have it. About the characteristics of status functions, 
Searle says:

“The distinctive feature of human social reality, the way in which it differs 
from other forms of animal reality known to me, is that humans have the 
capacity to impose functions on objects and people where the objects and 
the people cannot perform the functions solely in virtue of their physical 
structure. The performance of the function requires that there be a collec-
tively recognized status that the person or object has, and it is only in virtue 
of that status that the person or object can perform the function in question. 
Examples are pretty much everywhere: a piece of private property, the presi-
dent of the United States, a twenty-dollar bill, and a professor in a university 
are all people or objects that are able to perform certain functions in virtue 
of the fact that they have a collectively recognized status that enables them 

1 Searle doesn’t use the term “causal agentive function” in The Making of Social World, 
but in his earlier work in social ontology, Construction of Social Reality (1995). Still, 
the same concept is employed in the latter work, although not labeled by this term.
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to perform those functions in a way they could not do without the collective 
recognition of the status.” (Searle, 2010, p. 7)

In order to fix the distinction between agentive functions of the causal 
type and status functions and explain in more depth the characteristics of 
the latter, I proceed with the following example, partly inspired by Searle. 
A natural border between two states is an agentive function of causal type 
(if some subject views it as a barrier), or simply a natural object (when 
taken in isolation from the interests of specific subjects), while the status 
function would be its political counterpart. In the case of a natural bor-
der, the transition between states is impossible due to the intrinsic proper-
ties of the border; in the case of a purely political border, the crossing is 
impossible due to the agreement of the relevant parties that it cannot be 
crossed.

The impossibility of crossing the border between two states, Searle 
would say, is not due to physical obstacles (here we assume that there are 
none), but to the normative force of this status function. Searle claims that 
status functions carry “deontology”, a special system of rights and obliga-
tions for those who agree to accept them. The status function of a political 
boundary that two groups of people add to a shallow, narrow watercourse 
entails an obligation on members of different groups not to cross the 
stream and the right to arrest and expel members of the opposing group 
if they do so.

It was said that agentive functions, i.e. both agentive functions of 
causal type and status functions, are added or assigned to natural objects. 
This is why Searle calls natural objects basic.2 Also, it is said that the 
placeholder X is a natural object, agentive function of causal type, or a 
status function, according to Searle. The implications of these two theses 
are as follows.

First, status functions can be stacked on top of each other. Searle also 
argues that multiple mutually compatible status functions that are not su-
perimposed can be assigned to natural objects, agentive functions of caus-
al type or other status functions. An example of multiple non-stacked and 
stacked status functions is this: a citizen can have the status function of 
the president and a parent, which by definition are superimposed on the 
status function of a citizen, but not on top of each other: the president or 

2 Searle also arranges natural objects into a hierarchy of basicity: “...basic facts are given 
by physics and chemistry, by evolutionary biology and the other natural sciences. We 
need to show how all the other parts of reality are dependent on, and in various ways 
derive from, the basic facts. For our purposes the two most fundamental sets of basic 
facts are the atomic theory of matter and the evolutionary theory of biology.” (Searle 
2010, p. 4)
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a parent must be a citizen, but being the president does not necessarily 
mean being a parent and vice versa.

Second, although one status function may be assigned to another, 
making the first status function an X term and the second a Y term, in the 
social norm scheme, the initial X object in the chain of status functions 
must be a natural object or phenomenon. In our example, the status func-
tion of a citizen is assigned to a homo sapiens, a natural object.

Now we can propose the term normed social reality based on Searle’s 
considerations: normed social reality is a network of assigned status func-
tions connected in the two basic ways as described above, by stacking sta-
tus functions on top of each other or by horizontally assigning multiple 
status functions to the same object, where the original nodes in the net-
work are natural objects. Simply, a normed social reality is a network of 
social norms.

Searle takes that status functions are assigned through collective in-
tentionality, more precisely through the collective linguistic action of 
changing reality by presenting it as changed. Searle calls these speech acts 
status function declarations (Searle, 2010, p. 13). For now, it is enough to 
state that Searle thinks that through them social norms, i.e. constitutive 
rules are established. In order to understand the nature of status function 
declarations and why they are flawed as Searle imagines them, we need to 
introduce a general account of representations, since status function dec-
larations are supposedly speech acts and speech acts are representations.

2. General account of representations

Representations are the forms that the mind, that is, intentional-
ity, takes in its focus on the world or parts of the world. Some artifacts, 
concrete objects created by the mind, are also considered representations 
when they serve as signs. The basic elements of representations are the 
mode, i.e. the way of referring, on the one hand, and the content i.e. what 
the mind refers to, on the other. (Examples of representations are beliefs, 
desires, assertions, etc. In these cases, the content is a proposition, the 
modes are believing that X, wishing that X, asserting that X, etc., where X 
is the content-proposition. When we talk about the mode of intention, the 
content is a particular act, not a proposition.)

By introducing the concept of representation, a fundamental differ-
ence is made between the mind or the representation and the external 
world, i.e. reality which is outside the subject’s mind to which the subject’s 
mind refers. The basic requirement imposed on the external world and its 



Searle and the creation of social norms | 157

representations is that they should or strive to fit in with each other, due 
to the fact that both are integral parts of Reality, which we believe is not 
disharmonious, but a unified whole.

The idea of the direction of fit can be traced back, at least, to G.E.M. 
Anscombe’s Intention (1957), but the term itself was coined by John Aus-
tin (1953) a few years earlier. It is a property of a representation that tells 
what will happen or what should be done with the representation when 
there is no fit between it and the world. Anscombe distinguishes two di-
rections of fit of a representation; one where the representation should 
change if it doesn’t agree with (external) reality, and one where the world 
should change when there is a discrepancy between it and the representa-
tion. Her oft-quoted example of these two directions of fit is this:

“Let us consider a man going round a town with a shopping list in his hand. 
Now it is clear that the relation of this list to the things he actually buys is 
one and the same whether his wife gave him the list or it is his own list; and 
that there is a different relation when a list is made by a detective following 
him about. If he made the list itself, it was an expression of intention; if his 
wife gave it him, it has the role of an order. What then is the identical rela-
tion to what happens, in the order and the intention, which is not shared by 
the record? It is precisely this: if the list and the things that the man actually 
buys do not agree, and if this and this alone constitutes a mistake, then the 
mistake is not in the list but in the man’s performance (if his wife were to 
say: ‘ Look, it says butter and you have bought margarine ‘, he would hardly 
reply: ‘ What a mistake I we must put that right ‘ and alter the word on the 
list to ‘ margarine ‘); whereas if the detective’s record and what the man actu-
ally buys do not agree, then the mistake is in the record.” (Anscombe, 1957, 
p. 56)
Anscombe did not name the directions of fit of representations she 

observed. Over time, they were given names. The detective’s record has, 
what is now officially called, the representation-to-the-world direction of 
fit. Here the representation needs or is expected to fit into the world. (If 
it does not match, the representation needs to change or tends to change. 
Types of this representation are beliefs, statements, predictions, prophe-
cies, speedometers, etc. These representations are also called theoretical 
representations.) On the other hand, buyers shopping list has a world-to-
representation direction of fit. The opposite is the case here; the world 
should or tends to fit with the representation. (If there is no alignment, 
the representation should be kept as is. Types are wishes, directives, com-
missives, etc. These representations are also called practical representa-
tions.)

Searle goes further than Anscombe in theorizing about the direction 
of fit by adding two more possibilities concerning this property of a rep-
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resentative. On his account a representation can have any of four mutually 
exclusive values regarding the direction of fit (Searle, 2010, p. 15, 97). In 
no particular order, these are:

• Representation-to-the-world direction of fit.
• World-to-representation direction of fit.
• No direction of fit. Here the representation has no direction of fit. 

(Examples of this are images of the imagination, expressions of 
gratitude, etc.)

• Double or opposite direction of fit. This is a property of status 
function declarations.

I will now give a concrete example of these 4 types of representative, 
according to Searle, using the same propositional content:

a) Belief that “Pebbles are money” has the representative-to-the-
world direction of fit. It is a description of a functional aspect of 
some society. It can be false or true. If it is false it means it doesn’t 
fit with the world and therefore should be rejected or modified.

b) Desire that “Pebbles are money” has the world-to-representative 
direction of fit. If it is not satisfied, that is if it doesn’t fit the world 
it should remain as long as the relevant change occurs in the 
world.

c) Entertaining of the thought “Peebles are money” has no direction 
of fit. It’s nothing more than a passing idea or a mental exercise.

d) The declaration that “Peebles are money” has a double direction 
of fit. Through it, Searle claims, the reality is changed in the di-
rection of pebbles being money by representing that pebbles are 
money.

3. Laitinen’s criticism of representations with 
 the double direction of fit

Laitinen distinguishes three steps in his argument against the exist-
ence of representations with a double fitting direction:

1. The claim that only in the case of a discrepancy between the rep-
resentation with the content A and the world does the direction 
of fit of the representation with the content A become apparent. 
Further, Laitinen distinguishes four possible states of the world 
when we speak of the relation between a representation with the 
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direction of fit and the world: the case where representation has 
content A and world is A, representation has content non-A and 
world is A, representation has content A and world is non-A, and 
representation is non-A and the world is non-A. (Laitinen, 2014, 
pp. 189–190)

2. The claim that the correct way to achieve the fit between a rep-
resentation and the world depends on the kind of representation. 
(In the case of theoretical representations, fitting is done by mod-
ifying the representations. On the other hand, in the case of prac-
tical representations, the world should or tends to be modified 
when it does not fit.) (Laitinen, 2014. pp. 190–192)

3. The analysis of the failed representation with a double direction 
of fit. Since the representation has both directions of fit, both 
the representation and the world should or tend to change in the 
event of a mismatch. This, Laitinen notes, leads to a vicious cir-
cle. Namely, if the representation has content A and the world is 
not A, changing the representation to non-A and the world to A 
leaves the discrepancy. The attempt to eliminate this new discrep-
ancy leads to the original one, and so on indefinitely. Simply, a 
representation with a double direction of fit is internally incon-
sistent. (Laitinen, 2014, pp. 192–194). As a side note, Smitz (2020) 
and Hindrinks (2015) are sympathetic to Laitinen’s analysis.

Apart from giving very general possible directions, Laitinen’s argu-
ment is a negative critique of Searle’s account of speech acts that create 
social norms. In the next section I give my positive contribution to the 
problem.

4. Speech act that creates social norms as a (collective) 
assertion of preferred normed collective action

Laitinen’s critique limits what characteristics the speech act that cre-
ates social norms can have. It cannot have the property of opposite direc-
tion of fit. In order to discover other features of the speech act that creates 
social norms, I suggest that we start from our experience of normative life 
and ask how it is established by speech acts?

Two related phenomena concerning typical social activity stand out in 
particular: subjects are motivated to act in accordance with social norms, 
and subjects predict or expect that others will follow the same social rules 
as they do.
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Therefore, the speech act that creates social norms must result, at 
least, in the motivation of the subjects to comply with the norms, in the 
common knowledge that the social norms will be respected, and cannot 
have the double direction of fit.

Before introducing the speech act which I believe has these implica-
tions, I will introduce what I will call the law of collective action. The law 
says that individuals associate with each other, they perform collective ac-
tion, if and only if everyone makes a net gain in their well-being from 
association. (The individual gain I am talking about includes altruistic de-
sires). Collective action, therefore, when actual, is necessarily something 
that individuals prefer to non-cooperation.

A few definitions are needed:
• Def. 1) A collective action is defined as an action that cannot be 

performed individually, in other words, one that requires collec-
tive intentionality.

• Def. 2) The preferred collective action is the most beneficial for 
all collaborators among the alternatives. We assume it always ex-
ists. If only one collective action is possible, it is trivially the one 
preferred.

• Def. 3) Normed collective action is a collective action according 
to the aforementioned social norms, counting some X as Y in the 
environment C. A preferred normed collective action exists.

Having explained relevant definitions and the limitations of a speech 
act that creates social norms I aim to consider a speech act that satisfies 
the definitions given. The speech act that creates social norms is a collec-
tive statement of preferred normed collective action. Its form is: we claim 
that each of us derives the maximum possible welfare by counting X as Y 
in an environment C and we believe that this is common knowledge.

Being a theoretical representation, the above representation may not 
fit into the world, in which case it is false and should be discarded or 
modified. This representation also takes into account the motivation of 
the relevant subjects to treat X as Y in the context C – it is believed to be 
most beneficial for the subjects involved. I label this feature of normed 
social reality Motivation. In addition, this speech act explains why the 
parties expect the norm(s) to be obeyed by everyone involved – there is 
common knowledge about the maximum benefit of relevant cooperation 
for all collaborators. This second feature I label Expectation.

Austin draws our attention to the fact that when speaking, three acts 
are performed (Austin, 1962, pp. 108–109). A “locution” is an utterance 
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with a fixed meaning in the context of a linguistic community; “illocu-
tion” or “illocutionary force” of a speech act is the intention of the speaker 
when uttering the locution; “perlocution” or “perlocutionary force” of a 
speech act is the effect of the speech act on the speaker. When the sen-
tence “It’s cold in the room” is spoken, with the intention that the listener 
closes the window, and in a situation where the listener responds to the 
request, the locution is the sentence “It’s cold in the room” which is an as-
sertion with its grammatical meaning, a request and an implicit sentence 
“Close the window” is an illocution, and the fulfillment of the request by 
the listener, i.e. the implicit sentence “I will close/I close the window” is a 
perlocution.

The perlocutionary force of the aforementioned speech act that cre-
ates social norms is the collective intention to count X as Y under the 
assumption that the desire-belief model of intention is correct, i.e. the ac-
count of intention according to which available actions are chosen based 
on their expected utility, the strength of the desire multiplied by the 
subjective assessment of the probability of fulfilling it with the available 
means. An example of the account is intending to go to the grocery store, 
which is available means, to enjoy an ice cream, which is desired, since the 
expected utility of going to the grocery store to get an ice cream is greatest 
among the alternatives, for example staying at home to read a book. The 
collective intention to count X as Y does not necessarily have to be verbal-
ized during the establishment of institutions, although such a collective 
speech act certainly exists implicitly.

From everything said so far, including the truth of Searle’s claim 
about the ontological or epistemic priority of natural objects, it follows 
that a normed social reality is a structure made up of the intentions that 
certain objects, primarily natural ones, carry specific status functions in 
order for each interested party to derive the maximum possible benefit. 
The system of intentions is based on or caused by a shared and commonly 
known belief system about which status functions to assign to certain, pri-
marily natural objects, in order to achieve a maximally beneficial outcome 
for each member.3

3 My attention has been drawn to the problem of reconciling the explanation I offer 
here with the Prisoner’s Dilemma scenario. In the Prisoner’s Dilemma, there is a 
shared understanding among criminals of the common benefit of maintaining a 
social norm of non-cooperation with the police. However, when they pursue their 
individual interest, criminals override that social norm. The problem can be solved 
by distinguishing between the social norm of non-cooperation with the police before 
arrest and the absence of that norm, i.e. establishing a social norm of cooperation 
with the police by criminals when they are arrested. In both cases there are certain 
social norms that actors establish considering their individual interests. Also, iterated 
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Conclusion

My main aim in the paper was to fill in the gap in, what I call, Searle’s 
theory of normed social reality left by Laitinen’s refutation of status func-
tion declarations which Searle considers as speech acts that create social 
norms. I showed that this gap should be filled by claiming that the speech 
act that creates social norms is a collective statement of preferred nor-
med social action, based on three facts: the proposed speech act, being 
a statement, has one direction of fit, it perfectly explains the motivation 
of agents to follow social norms (Motivation) and why agents who follow 
social norms expect others to do the same (Expectation). My secondary 
objective was to give a definition of a normed social reality, on Searle’s 
grounds, informed by the previous considerations and by positing that the 
perlocutionary force of a such speech act is a collective intention to count 
X as Y (in context C). My ultimate conclusion is that a normed social real-
ity is a system of intentions to hold certain Xs, originally natural objects, 
as Ys in contexts C, a system based on a shared belief system about which 
status functions to assign to certain, originally natural objects, in order to 
achieve a maximally beneficial outcome for each agent.
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Abstract: In his famous article “Epistemology Naturalized” (1969), Quine estab-
lished a novel take on the position of epistemology in philosophical and scien-
tific discourse. According to his views, epistemological questions are a subset of 
psychological questions, and psychology in itself is a branch of natural science. 
Thus, epistemology, as understood in the Quinean sense, threatens the very idea 
of its normative aspects, as natural science is empiristic and, as a result, relies on 
purely descriptive claims. Hence, the following question arises: Does the natu-
ralized account of epistemology entail the rejection of epistemic norms? In this 
research, we explore the three possible answers to this question and argue there 
is a sense of normativity in Quine’s naturalized epistemology, but only insofar as 
we are willing to accept his imperfect notion of the truth.

Keywords: naturalized epistemology, normativity, truth, Quine.

1. Traditional vs. Naturalized Epistemology

Ever since Ancient Greece, up to Descartes’ distinction between res 
cogitans and res extensa, or – perhaps most importantly Kantian dis-
tinctions between analytic and synthetic propositions and apriori and 
a posteriori knowledge – philosophers have approached the concept of 
human knowledge in a rather peculiar way. While some were strong 
proponents of a scientific approach and others had more of a “soft spot” 
for metaphysics, one thing remained the same. Throughout its various 
incarnations across multiple centuries and philosophical schools, tradi-
tional epistemology has maintained its central position as a discipline 
independent of any other scientific enterprise. As a result, it always re-
lied on metaphysical grounds.
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Even Carnap, famous for his strong physicalist inclinations, had 
fallen into the trap of a never-ending metaphysical loop. While trying to 
separate philosophical questions from the rest of the inquiries concerned 
with human knowledge of scientific facts (Carnap, 1950, pp. 22–23), he 
unintentionally “admitted” that philosophy belonged to a domain other 
than physics and the rest of natural science. Quine did not appreciate 
Carnap’s reductionism, nor did he believe that we have sufficient epistemic 
reasons to justify the separate class of philosophical questions (Quine, 
[1960] 2013, p. 217); thus, he proclaimed the entirety of Carnap’s project 
redundant and based on metaphysical grounds (Quine, 1968, p. 203).

Apart from abandoning Carnap’s reductionism, Quine has, in his 
most cited paper to this day – “Two Dogmas of Empiricism”, rejected the 
established distinction between analytic and synthetic propositions by 
claiming that such a duality could not be justified through reliance on any 
other more fundamental conceptual category (Quine, [1951] 2000). First 
published in 1951, “Two Dogmas” not only challenged the distinction that 
was considered a holy grail of Western philosophy but paved the way for 
the wholly novel outlook on epistemological questions and their position 
in the holistic web of knowledge1. Nearly two decades later, in 1969, Quine 
published the essay titled “Epistemology Naturalized” which took an even 
more radical approach to the old philosophical question of knowledge.

According to this new approach, as Quine argues, epistemologi-
cal questions ought to be understood as part of psychology, which, fur-
thermore, should be understood as a branch of natural science (Quine, 
1969, p. 83). Such a classification of epistemology as a mere chapter of 
a chapter in a major “book” of knowledge has roots in Quine’s life-long 
endorsement of naturalism – a philosophical stance according to which, 
if there is such a thing as the truth, then we should look for it within 
(natural) science.

Although naturalism in itself has various forms – from a comprehen-
sive ontological theory that postulates only those entities that are recog-
nized in natural science, to a mere methodological stance that proclaims we 
should follow the methods of natural science (Forrest, 2023; Spiegel, 2023) 
and although the debate between proponents of the two types of naturalistic 
doctrine is still ongoing – this research hypothesizes that Quine endorses its 
former (and stronger) kind. Quine’s acceptance of ontological naturalism2 

1 The thesis on holism, according to which all our beliefs and knowledge propositions 
are consistently interconnected, was also first introduced in “Two Dogmas of 
Empiricism”.

2 In one of my previous works, I have provided a more elaborate explanation of 
methodological reasons behind Quine’s loyalty to naturalism (Vučković, 2016).
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arises from his firm rejection of the first philosophy and, as such, serves as 
an ontological basis for his defense of physicalism. This brings us to the sec-
ond hypothesis of this research according to which, Quine’s ontology is, in 
its essence, physicalistic and minimalistic in the sense that he does not posit 
more entities than are necessary for theoretical consistency.

Let us now return to the distinction between traditional and natu-
ralized epistemology. We can notice that these two approaches differ not 
only in their ontological background (that is, philosophy as a unique kind 
of knowledge, as opposed to philosophy based on natural science) but also 
in their understanding of normativity. While traditional forms of episte-
mology face no trouble establishing epistemic norms as they are generally 
accepted as apriori knowledge that requires no further justification, the 
specification of these norms seems more of a challenge for Quine’s natu-
ralized epistemology. The reason for this difficulty is, of course, Quine’s 
rejection of the concept of apriori knowledge, which means that his epis-
temology either has to deny normativity or base its existence somewhere 
other than apriorism.

Quine was reluctant to accept the absence of normativity, possibly out 
of fear that it would leave his epistemology hollow. The lack of epistemic 
normativity could, after all, lead to the lack of reliable epistemic method-
ology, which would result in his epistemology turning into quite a messy 
study field. In “Reply to Morton White”, he writes:

“[N]ormative epistemology is a branch of engineering. It is the technology of 
truth-seeking [...] There is no question here of ultimate value, as in morals; it 
is a matter of efficacy for an ulterior end, truth or prediction.”
(Quine, 1986, pp. 664–665)

These excerpts provide two valuable insights into his understanding 
of the relation between naturalized epistemology and the concept of nor-
mativity. First, there is a branch of philosophy he refers to as normative 
epistemology, and, second, it is concerned with leading us to the truth. So, 
the question is: Do we agree that there is normativity in naturalized epis-
temology? And if we do, where do we seek the source of this normativity?

2. The Zero or Low Normativity Cluster

The zero or low normativity cluster, as we shall call it in this re-
search, includes the solutions that claim that Quine’s naturalized episte-
mology either:
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a) entails no normativity, and, thus, it is questionable whether we 
should classify it as epistemology at all (zero normativity), or

b) uses the term “normativity” very loosely, so it does not cover all 
the usual meanings and uses of the notion (low normativity).

What both of these types of criticism have in common is that they 
claim that Quine’s understanding of normativity is vastly different from 
the traditional understanding of the notion. As a result, his epistemic 
norms –or so they claim – fail to serve their primary purpose and, as 
such, jeopardize the entire project of naturalized epistemology.

One of the most famous proponents of the zero normativity solution 
is Jaegwon Kim, who claims that naturalized epistemology does not de-
serve its recognition as an epistemological theory, as it excludes the very 
concept of knowledge, which is the central focus of any epistemology. Fol-
lowing the traditional definition of knowledge as “justified true belief ”, 
Kim argues that the very essence of the concept of “justification” lies in 
its normativity. Or more precisely, the standard request for justification is 
essentially nothing short of normative (Kim, 1988, pp. 382–383). The idea 
behind Kim’s reasoning – the one which will become even more promi-
nent in Kornblith’s criticism of Quine – is that naturalized epistemology 
cannot offer normativity because it is as descriptive as any other branch of 
natural science.

Hilary Kornblith addresses the very same concern regarding the nat-
uralized epistemology’s claim on normativity – if epistemology is a part 
of psychology and psychology is nothing more than a chapter of natural 
science, epistemology is, then, descriptive by its definition. However, ana-
lyzing the aforementioned Quine’s response to Morton White, Kornblith 
recognizes that the abandonment of normativity was never the intention 
behind the naturalization of epistemology. Nevertheless, we should not 
take Quine’s alleged acceptance of normativity at face value, Kornblith 
claims, as he has to justify the source of that normativity. Furthermore, 
Quine needs to explain why we should believe that the pursuit of truth is 
the only purpose of epistemology (Kornblith, 1993, p. 358).

Kornblith’s resolution falls into the low normativity cluster insofar as 
he accepts that the quest for truth as an ultimate goal of naturalized epis-
temology does warrant this doctrine at least some type of claim on nor-
mativity. He writes:

“Since many people do clearly care about the truth of their beliefs, Quinean 
epistemic norms, construed as imperatives contingent upon valuing truth, 
will carry normative force for a great many people.”
(Kornblith, 1993, p. 365)
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The implication behind the use of the words “many” and “a great 
many” is more than intentional in this case; Quine’s naturalized episte-
mology fails what may be described as a universality test. While the nat-
uralized approach to the knowledge issue may fit the expectations that 
some or even many people have of epistemology, there is nothing inher-
ently non-disputable about this project. If we circle back to Kim’s criti-
cism, then it would seem that naturalized epistemology has nothing to 
offer to those who are more interested in the justified than the true part of 
“justified true belief.” Thus, Quine has offered little support for the claim 
that naturalized epistemology is superior or at least more convincing than 
the traditional.

However, these solutions tend to overlook the full meaning behind 
Quine’s ontological naturalism. The ontological claim in his naturalism is 
that there is no truth besides the one found in science. The reason for that 
is the absence of the first philosophy or any other metaphysical doctrine. 
Metaphysical doctrines, in their essence, have very little to do with knowl-
edge and everything to do with our belief in them. Beliefs also fail the 
universality test since they vary among people and across cultures. As a 
result, naturalism, in the Quinean sense, is not only the source of the truth 
but also the source of justification. That is, anything that requires justifica-
tion can only be justified through the scientific method.

3. The Medium Normativity Claim

The medium normativity claim entails that there is normativity in 
naturalized epistemology, although not in such a strong sense as is the 
case in traditional epistemology. According to this cluster of solutions, 
there are norms in naturalized epistemology, but instead of being unique 
to Quinean theory, they are borrowed from natural science. Epistemic 
norms are, thus, the same as scientific norms, and natural science is the 
source of them all.

One of the proponents of the medium normativity claim is Paul Roth, 
who argues that Kornblith’s solution to Quine’s issue with normativity is 
not satisfactory, as he fails to provide the answer to Quine’s original ques-
tion of what is so special about epistemology that makes it deserving of 
different treatment than any other scientific theory. As Roth argues, Korn-
blith failed to prove there is a “special method” to epistemology, and thus, 
he cannot explain why it should not be naturalized like the rest of the sci-
ence (Roth, 1999, p. 90).
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Inspired by Maffie’s (1990) and Kitcher’s (1992) take on naturalism, 
Roth focuses on the methodological aspect of this doctrine and claims 
there is a methodological continuum between epistemology and natu-
ral science (Roth, 1999, p. 91). This continuity in methods warrants the 
same kind of normativity claims in epistemology and scientific theories, 
as they are all rooted in the same approach. Methodological naturalism is 
a weaker claim than its ontological version that Quine accepts, and Roth 
acknowledges, as he speaks of Quine as a “radical naturalist” (Roth, 1999, 
p. 94). If one adheres to the radical version of naturalism, then there is no 
harm in saying he also follows its less extreme consequences; in this case, 
it is naturalistic methodology.

However, Roth interprets Quine’s project of naturalized epistemology 
as less revolutionary than the other philosophers make it out to be. He ar-
gues that the essay “Epistemology Naturalized” is not to provide a unique 
grounding of epistemic norms but only to remind us that we need to work 
from within. If there is justification for epistemic normativity, then we 
should seek it intra-theoretically, that is, within the domain of empirical 
knowledge (Roth, 1999, pp. 95–96). Since empirical knowledge is a matter 
of natural science, we should seek normativity too in natural science.

Another proponent of the “middle ground” solution is WyboHoukes, 
although he could also fall into the zero normativity cluster, depending on 
which of his two interpretations we choose to follow. Nevertheless, both 
of his interpretations are focused on Quine’s comparison of epistemology 
to “engineering” and “technology of truth-seeking”, as we have seen in the 
excerpts from his “Reply to Morton White”.

Houkes argues that such comparisons are either to be taken literally 
or metaphorically. If we interpret the word engineering in its literal sense, 
then we also need to acknowledge that the main purpose of engineering is 
to design artifacts. But what is the artifact of epistemology? Artifacts are, 
after all, physical objects that we create, and we do so with certain inten-
tions in mind (Houkes, 2002, p. 261). We build houses and bridges with a 
clear purpose on how we will use them, so this intentionality is the source 
of normativity when it comes to artifacts.

A literal interpretation of the word engineering will not suffice in 
explaining the roots of normativity in naturalized epistemology for two 
reasons. First, it is hard to see what knowledge, truth, or whatever else 
may be the topic of naturalized epistemology has in common with physi-
cal objects. Second, if we are to understand knowledge as an artifact, it 
would require intentionality, and Quine’s view on that matter is pretty 
straightforward – natural science is devoid of any intentionality whatso-
ever (Houkes, 2002, pp. 262–263).
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It means that if we are to interpret the words of engineering and truth-
seeking technology in any favorable way, then, Houkes argues, we need to 
understand them as metaphors. These metaphors serve a purpose to sig-
nal the continuity between natural science and epistemology and remind 
us that epistemic and scientific norms are the same. Truth-seeking tech-
nology is a metaphor for scientific methodology, and the source of norma-
tivity in naturalized epistemology is reliance on these methods (Houkes, 
2002, p. 259).

Therefore, one of the solutions to Quine’s problem of normativity 
is to accept natural science as the primary and only source of epistemic 
norms. It is certainly a step forward from zero and low normativity claims 
that do not seem to amount to what Quine was trying to explain in his 
discussion with Morton White. However, one can still wonder if there is 
more to his idea of epistemic normativity. Perhaps the question we need to 
ask is this: Can we agree with the Quinean notion of continuity between 
natural science and epistemology and still believe some purely epistemo-
logical questions exist and require its unique type of approach and source 
of normativity?

4. The High Normativity Claim

The high normativity claim – as we shall call it in this research – en-
tails not only that there are norms in naturalized epistemology but also 
that they are, at least in some aspect, different from the rest of the scien-
tific norms. For this solution to work, we need to prove that the continu-
ity between natural science and epistemology does not obligate us to the 
claim that epistemic norms are identical to scientific ones. The best course 
of action would be to try to show that there are at least some purely epis-
temological questions that can be answered without relying on scientific 
methodology.

Such a solution would work in this case, as we could claim that in the 
ontological sense, natural epistemology is still grounded in science inso-
far as its ultimate purpose is to discover the truth, and the only reliable 
source of truth is science. Nevertheless, this ontological commitment does 
not entail that we should follow the methodology of natural science, as we 
could argue that the answers to epistemological questions require their 
own methods. What we will find at the end of the road will be the truth in 
the naturalist sense, but we could argue that it is not the same road for a 
scientist and a philosopher.
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One of the interpretations of normativity in naturalized epistemology 
that aligns with our idea of a high normativity claim is offered by Richard 
Foley in his essay “Quine and Naturalized Philosophy” from 1994. Foley 
argues that Quine, in his work “The Web of Belief ” which he had co-writ-
ten with Joseph Ullian (1970), not only does not claim that epistemology 
is the same as psychology but quite clearly makes the distinction between 
the two. While psychologists focus on thought processes, epistemologists 
are concerned with evidence, which shows that these two are entirely dif-
ferent disciplines. Foley also believes that the claims in “Epistemology 
Naturalized” are exaggerated on purpose to underline the importance of 
understanding that epistemic knowledge is inseparable from knowledge 
of science (Foley, 1994, pp. 248–249). However, it does not mean that we 
need to follow the same methodology in psychology and epistemology, 
nor even that they explore the same part of the experience. Psychology 
is, thus, natural science in the full sense of it, while epistemology is con-
cerned with evidence that supports claims from natural science.

Foley also argues that his view is supported in Quine’s later works, 
such as Pursuit of Truth (1990), where Quine claims that we can tackle 
the knowledge questions even if we are not familiar with the physicalist 
ontology of nerve endings (Foley, 1994, p. 250). Finally, Foley offers a new 
holistic explanation of epistemic norms, according to which they cannot 
be known apriori – as Quine himself claimed – nor are they the same as 
scientific ones – as we have seen that the topics of psychology and episte-
mology are rather different – but are an essential part of the holistic web 
of knowledge and, as such, can be revised when necessary (Foley, 1994, 
pp. 256–257).

What are we to make from this solution? In Section 1, we claimed 
that Quine’s ontology was physicalist, as there was no first philosophy that 
could serve as the basis for ontological commitment. We also claimed that 
Quine’s ontology is minimalistic in the sense that it does not presuppose 
more entities than necessary. It means that if physicalist ontology offers 
just enough entities to provide sufficiently good predictions about the 
world around us, then we should refrain from positing any other type of 
entities. Quine’s allegiance to physicalism is inseparable from his claim on 
naturalism, and we do not need to know physicalist ontology to be natu-
ralists and interested in epistemological questions.

In an ontological sense, epistemology is based on natural science no 
less than any other field of research. However, in the methodological sense, 
epistemologists are free to establish any kind of norms, as long as they 
contribute to the pursuit of truth, which is the final goal of this project. 
The purely epistemological questions exist, and they are concerned with 
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the evidence for natural science. There is no apriorism in naturalized epis-
temology, though, insofar as it is ontologically grounded in natural sci-
ence. Nevertheless, epistemic norms are not equal to scientific norms, as 
they are directly determined by the questions that epistemology explores.

5. The Feasibility of Truth Pursuit

The high normativity claim is – as we have seen – inseparable from 
the idea that the pursuit of truth is the main quest of the philosophical 
and scientific enterprise. However, this idea is, perhaps, of even greater 
importance to Quine’s naturalism in general – whether he is talking about 
normativity or any other philosophical project; to the point that even his 
last big piece of writing – first published in 1990 – was appropriately ti-
tled Pursuit of Truth. Therefore, it comes as no surprise that the notion 
of normativity, in the context of Quine’s naturalized epistemology, cannot 
be evaluated independently of his take on truth. But what if his concept 
of truth is not feasible within the scope of naturalized epistemology? Per-
haps, since the beginning of this debate, we have been asking the wrong 
question of whether naturalized epistemology can withstand the concept 
of normativity. What if we should turn to the notion of truth instead and 
assess whether it can retain its usual meaning in this new naturalized en-
vironment?

Putnam’s 1982 essay “Why Reason Can’t Be Naturalized” seems like a 
good starting point for this assessment3 for several reasons. First, Putnam 
– not unlike Quinean high normativity claim – believes that normativity 
is an essential aspect of human thought. To eliminate normativity, accord-
ing to him, would be to attempt “mental suicide” (Putnam, 1982, p. 20). 
Second – and perhaps this is Putnam’s most obvious similarity to Quine 
– the concept of normativity is inseparable from the notion of truth (Put-
nam, 1982, p. 21). Finally, Putnam was the one who challenged the feasi-
bility of Quine’s take on truth within his naturalism. Nevertheless, we shall 
argue that Quinean and Putnam’s understanding of the truth – at least 
when it comes to the practical use of this concept – have more in common 
than it seems at first glance.

As the title of Putnam’s essay suggests, the central notion behind his 
analysis is the reason, which he uses as a starting point for the evaluation 
of many different philosophical standpoints – from the very modest pro-
ject of evolutionary epistemology (Putnam, 1982, p. 4) to more complex 
theories like Quinean positivism (Putnam, 1982, p. 15) and finally natu-

3 I would like to thank the anonymous reviewer for this recommendation.
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ralized epistemology (Putnam, 1982, p. 19). And it is precisely our ability 
or virtue of reason which makes the concept of human thinking insepara-
ble from the notion of truth and the pursuit for it (Putnam, 1982, p. 21). 
The truth is, furthermore, essential to any discussion regarding normativ-
ity, hence, normativity claim of any level is inseparable from the tendency 
to claim truthfulness. So, what is the issue with the Quinean concept of 
the truth that it does not align with Putnam’s thoughts on the matter?

According to Putnam, the main problem behind Quine’s loyalty to 
the pursuit of truth lies in the disbalance between how he interprets the 
notion of truth as opposed to the other concepts of a similar ontologi-
cal background. Quine famously rejects concepts of justification, rational 
acceptability, warranted assertability, etc., on the grounds of them being 
based on metaphysical realism, and yet he proceeds to use the notion of 
the truth in the very same metaphysically realist sense (Putnam, 1982, p. 
20). The only concept of truth Quine can coherently adhere to within the 
context of his naturalism needs to be defined in Tarskian sense, that is to 
be understood as a syncategorematic concept that allows for “semantic as-
cent” (Putnam, 1982, pp. 19–20). In more colloquial terms, the truly natu-
ralist notion of truth would entail nothing more than a semantic device 
that allows switching from one linguistic level to another.

Putnam, therefore, believes that the Quinean notion of the truth goes 
beyond what Tarski had in mind for that concept, and seems rightfully so. 
While Quine’s epistemology and even ontology (or the lack of it) focus on 
the truth, he is skeptical regarding the idea of a language fully grounded 
on syncategorematic terms. Such a language – according to Quine’s earlier 
paper “A Logistical Approach to the Ontological Problem” – would lack 
reference (Quine, 1966, pp. 66–67). He is even more wary when it comes 
to the conception of “semantic ascent” – a strategy he famously criticized 
Carnap and logical positivism for to the degree that he dedicated the entire 
chapter of Word and Object to disparage the idea that we can semantically 
ascent from scientific to philosophical questions (Quine, [1960] 2013, pp. 
249–254). But if Quine’s notion of truth should not be understood as a 
semantic and syncategorematic device and if Putnam is right to claim that 
its metaphysical and realist version does not suit a naturalist environment, 
where does it leave us on the Quinean interpretation of this concept?

One route would entail not taking Quine’s words at face value but 
in a more metaphorical sense – starting from his rejection of the tradi-
tional epistemological tools to even his use of the word truth. The latter, 
in particular, fits his later writings on anomalous monism, a type of token 
physicalism he borrows from Donald Davidson and which allows him to 
mix physicalist ontology with non-physicalist vocabulary when it is neces-



Normativity and Truth in Naturalized Epistemology | 177

sary (Quine, 1992, pp. 71–73). This tokenism hints at his original reason-
ing behind physicalist ontology that proliferates in the absence of the first 
philosophy while simultaneously permitting the use of the realist notion 
of the truth. Furthermore, even if we accept that the concept of the truth 
is an exception to the rule of non-metaphysical vocabulary, it should be 
noted that it is not the only exception Quine makes. While he famously 
excluded most of the universals from the domain of existing things, he 
still needed to allow the existence of the sets to preserve a meaningful talk 
of the properties.

Naturalist epistemologists can, however, take a simpler route, as pro-
posed by Putnam’s liberal and anti-reductionist take. According to him, 
normativity – despite being an essential aspect of human thought – can-
not be grounded in physics, biology, or any other particular field of sci-
entific research. The quest for epistemic normativity can be understood 
as a general long-term goal that, due to the various challenges, we cannot 
achieve for the time being (Putnam, 1982, p. 21). This limitation, however, 
does not mean that we need to subscribe to a reductionist approach nor 
that we are unable to tackle the philosophical questions until the whole 
system is complete. It only means that, for now, we have to work with 
what we have and make the most of it.

Nevertheless, if we adhere to the aforementioned (and more relaxed) 
interpretation of Quine’s physicalism, we can see that it does not presup-
pose more than Putnam’s view, at least when it comes to its practical im-
plementation. In that case, a naturalist epistemologist does not need to 
believe in the ultimate truth of any particular scientific theory as long as 
she understands that the truth, in general, needs to be concerned with 
what we can know based only on evidence. This interpretation allows us 
to understand Quine in a non-reductionist sense – physicalism is a token 
theory that serves as a source of an ontological commitment in the ab-
sence of the first philosophy.

6. Conclusion

The question of normativity in naturalized epistemology is insepa-
rable from one’s takes on ontology, methodology, and the general under-
standing of the role of naturalism. While the high normativity claim does 
seem to fit within the context of Quine’s entire ontology, it may not be 
as efficient without the background idea of the truth as the main quest 
in science. And even Quine’s notion of the truth is imperfect in its own 
sense. We can either understand it as a metaphysical and realist addition 
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to otherwise non-metaphysical ontology, or we can subscribe to a weaker 
type of (token) physicalism. Finally, we can take Putnam’s route and main-
tain that epistemic normativity is a goal we should strive to achieve and 
keep the high normativity claim.

Most naturalists – that is, anyone who does not have as developed an 
ontological system as Quine nor as liberal take on the idea of naturalism 
as Putnam – would probably fit in the medium normativity cluster, as they 
would not be willing to give up on normativity in its entirety but would 
possibly still refrain from ontological statements. Zero and low norma-
tivity solutions do not seem to fare as well, given the criticism they have 
received over time from the proponents of both medium and high nor-
mativity claims. However, just like many other interpretations of Quine’s 
philosophy, they serve their purpose as a thought experiment or, more 
precisely, a reminder of why the normativity question needs to be taken 
seriously.
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Miroslava Trajkovski

NORMATIVITY, VALIDITY 
AND SEMIOTIC IMPLICATION

Abstract:Validity of an inference depends on the implication involved, as Hartry 
Field (Field, 2009, p. 342, p. 349) stresses “our views about implication constrain 
our views about how weought to reason, or (perhaps better) about the proper in-
terrelations among our beliefs.” Hence, the relation of implication “has a broadly 
normative component.”
A non-standard implication is introduced, I call it semiotic implication. It will be 
argued that semiotic implication is an important interpretative tool and some for-
mal characteristics will be discussed. Since the latter differentiate it from stand-
ard implication the sign “” for it is introduced. I define semiotic implication (x)
(P(x)Q(x)) as: P is an index of Q, for any P and Q, and Q is an icon of P, for Q 
different from P.
Semiotic implication can be linked to semiotic validity (cf. Trajkovski, 2024) 
which differs from deductive validity. In this context, it can be examined whether 
and in what way semiotic implication calls into question the normativity of classi-
cal logic. Especially, the enthymematic potential of semiotic implication supports 
abductive validity.
Hence, we can distinguish three deviations from the norm in connection with 
semiotic implication: deductive validity is defined through an index; the enthy-
meme might be taken as a category of natural reasoning implying abductive va-
lidity defined through an icon. However, it will be argued that the deviations are 
not necessary, with certain limitations, the notion of semiotic implication can be 
adapted to the norm.

Keywords: normativity, enthymeme, validity, semiotic implication.

Introduction

Semiotic implication was introduced in “The Origin of Semiotic Va-
lidity – Peirce and Aristotle on Reasoning by Signs” (Trajkovski, forth-
coming 2024) where I discussed the notion of semiotic validity. There I 
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argued that a universal premise “All M is P”, i.e. “For all x, if x is M, then x 
is P” in deduction, is to be read: M is an index for P, while, in abduction, 
it is to be read: P is an icon for M. Hence, in general the conditional states 
a semiotic relationship between M and P which says that M is an index of 
P, and P is an icon of M.

Semiotic validity has to do with the semiotic connection between the 
premises and the conclusion entailed; this is the theme of Section 1. In 
Section 2, I point out the flaw in Peirce’s logical argument for the claim 
that the set of premises of induction as an index signifies the conclusion. 
Section 3 analyzes logical reasons that might support Peirce’s later but 
metaphysically grounded view that the set of premises of induction as a 
symbol signifies the conclusion, and points out a mistake in this argument 
as well. Section 4 gives the solution, and semiotic implication is intro-
duced. Section 5 discusses normative and formal aspects of semiotic im-
plication. Finally, the conclusion summarises the results of previous sec-
tions and stresses why semiotic implication is of substantial importance.

1. The premises signify their conclusions

The idea that the premises signify their conclusion is natural, for 
premises point to the conclusion, they refer to it. In a Brentanian frame-
work, it could be said that the premises intend the conclusion, in Husserl’s 
that they constitute it, in Peirce’s the premises represent or signify the con-
clusion – premises are the sign of the conclusion.

More generally, the conclusion is the object to which the premises 
refer. Observing the conclusion as an object represented by the premises, 
it is clear that different types of argument will differ according to the way 
in which their premises denote their object: the conclusion.

With regard to the relationship between the sign and the object, 
Peirce distinguishes three ways in which the sign indicates the object: 
through similarity with the object, or by being in a real relationship with 
the object, or by convention. They are, respectively: icon, index and sym-
bol. Since Peirce distinguishes three basic types of reasoning – deduction, 
abduction and induction– his question is how their premises are related 
to their respective conclusions. When he asks this question, Peirce does 
not look for an answer in anything like modern predicate logic. First, in 
“On a New List of Categories” (1868), he tried to find the solution in the 
syllogistic framework, later; in Minute Logic (1902) he sought it in phaner-
oscopy – the study of three categories of reality: firstness, secondness and 
thirdness. Briefly, these two approaches of Peirce can best be presented 
through quotations.
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1) The 1868 view:

“In an argument, the premisses form a representation of the conclusion, be-
cause they indicate the interpretant of the argument, or representation repre-
senting it to represent its object. The premisses may afford a likeness, index, 
or symbol of the conclusion. In deductive argument, the conclusion is rep-
resented by the premisses as by a general sign under which it is contained. 
In hypotheses, something like the conclusion is proved, that is, the premisses 
form a likeness of the conclusion. Take, for example, the following argument:

M is, for instance, P’, P”, P”’, and P””;
S is P’, P”, P’’’, and P””:

[Ergo,] S is M.

Here the first premiss amounts to this, that “P’, P”, P’’’, and P””” is a 
likeness of M, and thus the premisses are or represent a likeness of the 
conclusion. That it is different with induction another example will show.

S’, S”, S’’’, and S”” are taken as samples of the collection M;
S’, S”, S’’’, and S”” are P:

[Ergo,] All M is P.

Hence the first premiss amounts to saying that “S’, S”, S’’’, and S””” is 
an index of M. Hence the premisses are an index of the conclusion.” (Pei-
rce, 1868, pp. 296–297)

2) The 1902 view:

“Argument is of three Kinds: Deduction, Induction and Abduction (usually 
called adopting a hypothesis.)

An Obsistent Argument, or Deduction, is an argument representing 
facts in the Premiss such that when we come to represent them in a dia-
gram we find ourselves compelled to represent the fact stated in the Con-
clusion; so that the Conclusion is drawn to recognize that quite indepen-
dently of whether it be recognized or not the facts stated in the premisses 
are such as could not be if the fact stated in the conclusion were not there; 
that is to say the Conclusion is drawn in acknowledgement that the facts 
stated in the Premiss constitute an Index of the fact which it thus com-
pelled to acknowledge. Deduction is Obsistent in respect to being the only 
kind of argument which is compulsive...

Originary Argument or Abduction is an argument which presents 
facts in its Premiss which present a similarity to the fact stated in the Con-
clusion but which could perfectly well be true without the latter being so 
much more without its being recognised; so that we are not led to as-
sert the Conclusion positively but are only inclined towards admitting it 
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as representing a fact of which the facts of a Premiss constitute an Icon... 
(An Abduction is Originary in respect to being the only kind of argument 
which start a new idea)

A Transuasive Argument or Induction is an Argument which sets out 
from a hypothesis resulting from a previous Abduction and from virtual 
prediction drawn by Deduction of the results of possible experiments and 
having performed the experiments concludes that the hypothesis is true 
in the measure in which those predictions are verified this conclusion 
however being held subject to probable modification to suit future experi-
ments. Since the significance of the facts stated in the premisses depends 
upon their predictive character which they could not have had if the con-
clusion had not been hypothetically entertained; they satisfy the definition 
of a Symbol of the fact stated in the conclusion. This argument is Transua-
sive also in respect to its alone affording us a reasonable assurance of an 
ampliation of our positive knowledge.” (Peirce, 1902, pp. 136–139)

A few pages earlier Peirce explains the terms Originality, Obsistence, 
Transuasion:

“Obsistence (suggesting obviate, object, obstinate, obstacle, insistence, resist-
ance, etc) is that wherein secondness differs from firstness; or is that element 
which taken in connection with Originality makes one thing such as another 
compels it to be.
Transuasion (suggesting translation, transaction, transfusion, transcenden-
tal, etc.) is mediation or the modification of firstness and secondness by 
thirdness taken apart from the secondness and firstness; or is being in creat-
ing Obsistence.
Although Originality is the most primitive, simple and original of the cat-
egories it is not the most obvious and familiar.” (ibid, p. 128)

There is no difference between these two solutions regarding abduc-
tion. But according to 1), the premises of deduction represent the symbol 
of the conclusion, and the premises of induction are the index of the con-
clusion, while according to 2), it is the other way around. More precisely:

In 1) we see that (despite using the statistical terms of sample and col-
lection) the arguments are presented syllogistically and it is claimed that 
the sign of the middle term is the sign of the conclusion. (The middle 
term is the one that appears in both premises but not in the conclusion. It 
should be emphasized that the reference to middle terms does not require 
syllogistic logic, as can be seen from the definition.) A meta-reason for 
the 1868 account could be the fact that deduction does not depend on a 
context, nor does symbol, while index and induction do. These could be 
the reasons why some Peirceian scholars still do not question the view 
that the middle term of the induction is an index. (cf. Paavola, 2004, 2011)
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In 2) we see that Peirce relates the kinds of argument to the categories 
of firstness, secondness, thirdness. Unlike the complexity of Peirce’s ter-
minology, the idea presented in 2) is very simple. The category of the first 
is potentiality, some quality, so it corresponds to an icon; the second is 
actuality, something individualized, it corresponds to an index; the third is 
generality that seeks convention – it corresponds to a symbol. Yellow, for 
example, as a quality can represent the Sun, my hand pointing to the Sun 
is representing the Sun, and the word “Sun”is to represent the Sun. Indeed, 
the conclusion of abduction is a possibility, of deduction the conclusion 
is that which is the case, and the conclusion of induction is a derived, the 
projected generalization.

2. The flaw in Peirce’s argument

Although he starts from the natural idea that the semiotic relation-
ship of the premises as a whole with the conclusion has its counterpart 
in the semiotic relationship within the premises, Peirce seeks this rela-
tionship in the relationship of syllogistic terms, thus taking a step back-
wards. Moreover, despite Peirce’s competence, the argument that he makes 
in 1868 is inherently logically flawed. With regard to his argument, two 
things should be emphasized:

(i) Peirce looked for the key to the semiotic relationship within the 
premises in the logic of terms, not in propositional/predicate logic.

(ii) The semiotic relationship that Peirce identifies between the terms 
in the syllogism is not set consistently.

It is clear from (i) that the semiotic implication that I am introducing 
is not present in Peirce’s analysis, from (ii) it follows that even the transla-
tion into modern logic would not have given rise to it.

Let us see this more closely.
In the given abductive reasoning: M is, for instance, P’, P”, P’’’, and 

P””; S is P’, P”, P’’’, and P””, Ergo: S is M; the term “P’, P”, P’’’, and P””” is 
obviously the middle term, and Peirce says it “is a likeness of M”, which 
means, in his later terminology, that it is an icon of M.

In the given inductive reasoning: S’, S”, S’’’, and S”” are taken as sam-
ples of the collection M; S’, S”, S’’’, and S”” are P, Ergo: All M is P; “S’, S”, S’’’, 
and S’’’“ is the middle term. For this term Peirce says it “is an index of M”.

Note that Peirce sets up the generalization: from S’, S”, S’’’, and S”” are 
taken as samples from the collection M, Peirce concludes that “S’, S”, S’’’, 
and S’’’“ is an index of M.
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But note that the 1868 account relies on another generalization as 
well: the sign of the middle term corresponds to the semiotic relationship 
in which the premises stand to the conclusion.

Now, if the premises as an index point to the conclusion (just as “now” 
points to the moment of an utterance, or “I” to the person who utters it) 
it does not look like a relationship between the premises of the induction 
and its conclusion, which might not follow. More precisely, as Peirce cor-
rectly observes in 1902, such is the relationship between the premises of a 
deduction and its conclusion.

To conclude, it seems clear that Peirce, because his 1868 solution does 
not satisfy the conditions he set, had to abandon it. These conditions are:

I) The middle term is the argument sign;
II) The premises of the argument signify its conclusion in the man-

ner of the argument sign.
A correct solution should meet both requirements.

3. One solution

Applied to each of the three signs, the requirements I) and II) give:

1) If the middle term is an index, the premises as an index point to 
the conclusion.

2) If the middle term is an icon, the premises as an icon point to the 
conclusion.

3) If the middle term is a symbol, the premises as a symbol point to 
the conclusion.

Specifically: if it is claimed that the relationship between the premises 
of the induction and its conclusion is the relationship of the symbol to its 
object, as claimed by Peirce in 1902, then the middle term of the induc-
tion must be a symbol as well. In view of one specific assumption present 
in the 1868 account it appears that this would mean that the sample of 
a population, instead of being an index, is a symbol of the population. 
Previously I defended this position in Creative Enthymeme (Anđelković, 
2007, pp. 25–33) but also in the paper “Reasoning by Signs: Peirce and Ar-
istotle” presented at Charles S. Peirce International Centennial Congress, 
Lowell, 2014. The solution that I offered in this presentation was accepted 
and cited in Lorenzo Magnani’s “The eco-cognitive model of abduction 
II – Irrelevance and implausibility exculpated”, Journal of Applied Logic 
15 (2016) and “Naturalizing the logic of abduction”, Logic Journal of the 
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IGPL 24 (4) (2016). In coming to this solution I used Aristotle’s examples 
for arguments based on signs as a guide.

Aristotle’s text is a good guide for two reasons: a) Aristotle’s approach 
is syllogistic like Peirce’s and b) because Peirce himself, in order to defend 
the introduction of abduction, pointed out the connection between de-
duction, abduction and induction and the first, second and third syllogis-
tic figures respectively. It should be emphasized though, that Peirce does 
not draw the connection between his and Aristotle’s teaching on signs.

a) In Prior Analytics (II 27), Aristotle says:

“An enthymeme is a syllogism from probabilities or signs; and a sign can be 
taken in three ways—in just as many ways as there are of taking the middle 
term in the several figures: either as in the first figure or as in the second or 
as in the third. E.g., the proof that a woman is pregnant because she has milk 
is by the first figure; for the middle term is ‘having milk’...The proof that the 
wise are good because Pittacus was good is by the third figure. ...The proof 
that a woman is pregnant because she is sallow is intended to be by the mid-
dle figure; for since sallowness is a characteristic of women in pregnancy, 
and is associated with this particular woman, they suppose that she is proved 
to be pregnant.” (Aristotle, 1962, p. 525)

b) As we saw above, Peirce presented induction and abduction syllo-
gistically in the form of the second and third figures. Aristotle’s syllogism 
Barbara Peirce takes as “the primitive type of inference” corresponding to 
deduction and consisting of three statements expressing a rule, a case and 
a result. (cf. Peirce, 1931–35, 2.710)1

Aristotle’s examples looked as if they could provide a direct solution 
is suggested already at the level of language. For “milk” in the first figure, 
Aristotle uses the term tekmérion, which is translated into Latin as “index” 
(cf. Weidemann, 1989, p. 343, Fidora, 2014, p. 12). As the middle term of 
the third figure, Aristotle takes Pittacus, which can be seen as a sample of 
the population of sages, but this cannot be understood as a random sam-
ple. Pittacus can be seen as a paradigmatic case of the wise man, or simply 
as a symbol of the wise man.

Later, after looking more broadly at Peirce’s dilemma, I saw a flaw in 
this explanation. Concretely, dealing with the question of semiotic validity 
in general, I noticed that the material implication in predicate logic can be 
interpreted semiotically. I motivated it in the presentation “The Origin of 
Semiotic Validity” I gave at the Symposium Validity throughout History, 
UCLA, 2019. In the paper “The Origin of Semiotic Validity – Peirce and 

1 More about this in Trajkovski 2024.
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Aristotle on Reasoning by Signs” which followed (Trajkovski, forthcoming 
2024) I formally introduced the semiotic implication. There I argued that 
a universal premise “All M is P”, i.e. “For all x, if x is M, then x is P” in 
deduction is read: M is an index for P. In abduction, it reads: P is an icon 
for M. Since in general the conditional can be read as stating a semiotic 
relationship between M and P, I called it semiotic implication.

4. The solution

The translation of Aristotle’s examples into predicate notation high-
lights the fact that in induction the middle term is an individual constant, 
not a predicate one as in the case of deduction and abduction. Hence its 
middle term is a name whose referent is the name bearer, which means 
that it functions as a symbol. But then, “Pittacus” is a symbol of Pittacus, 
not the symbol of wise men. So in Trajkovski (2024) I conclude that the 
names serve as middle terms in induction; therefore, induction is based 
on symbols.

Aristotle’s examples presented in predicate logic are:

Proof I: M(s)
  (x)(M(x)P(x))
  [Ergo]
  P(s)

where “P” stands for “is pregnant”, “M” for “is having milk”, and “s” 
for “this woman”.

Proof II: P(s)
  (x)(M(x)P(x))
  [Ergo]
  M(s)

where “P” stands for “is sallow”, “M” for “is pregnant”, and “s” for 
“this woman.”

Proof III: s is a sample of M
  P(s)
  [Ergo]
  (x)(M(x)P(x))

where “P” stands for “is good”, “M” for “is wise”, and “s” for “Pittacus”.
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If in proof I, the major premise (x)(M(x)P(x)) we read “M is an 
index for P”, and in proof II, the major premise (x)(M(x)P(x)) we read 
“P is an icon for M”, the two-way semiotic reading of the implication (x)
(Y(x)Z(x)) is almost imposed.

Let us note that the semiotic relationship establishing the sign of the 
middle term in I and II is set in their major premises. To see this we need 
to introduce some relevant notions:

“The term which is contained in both premises is the middle term; the pred-
icate of the conclusion is the major term; and the subject of the conclusion 
is the minor term. The premise which contains the major term is the major 
premise, and the premise containing the minor term is the minor premise. 
The order in which the premises are stated does not, therefore, determine 
which is the major premise. In the syllogism All mystery tales are a danger 
to health, for all mystery tales cause mental agitation, and whatever is a cause 
of mental agitation is a danger to health the conclusion is stated first, and 
the major premise last. It is usual, however, to state the major premise first.” 
(Cohen &Nagel, 1955, pp. 77–78)

If we now look at proof III and the premise “Pittacus is wise”, we see 
that it has been omitted like the premises “Having milk means being preg-
nant” and “Sallowness is a characteristic of women in pregnancy” in the 
quote from Aristotle. This is understandable because Aristotle gives these 
examples in his definition of enthymemes (as inferences based on signs) 
and enthymemes omit what can be implied.”If only one premiss is stated, 
we get only a sign; but if the other premiss is assumed as well, we get a syl-
logism.” In the footnote attached, it says: “strictly an enthymeme”, and in 
the margin there is a comment: “a sign may regarded as a syllogism with 
one premise suppressed.”(Aristotle, 1962, p. 525)

Let us return to the question of what is the semiotic role of the mid-
dle term in induction. If the basic semiotic relation should be sought in 
the omitted premise, then in the case of proof III it should be sought in 
“Pittacus is wise”. Then Pittacus can be seen either as a symbol or as an 
index of the population of wise men. The former would be in line with 
the solution I give in Creative Enthymeme. The latter would be in line with 
Peirce’s 1868 view that the semiotic relationship of the sample to the pop-
ulation is indexical.

We should go back and look once more at which premise gives the 
ground for the sign of an argument. Peirce gives examples of abduction 
and induction and insists that the semiotic relationship is found in the 
first premise. He says:
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in abduction “the first premiss amounts to this, that “P’, P”, P’’’, and P””” is a 
likeness of M”, and
in induction “the first premiss amounts to saying that “S’, S”, S’’’, and S””” is 
an index of M”.

It seems that Peirce conversationally implied that the key to the semi-
otic relation is given in the major premise of an argument. In the example 
of abduction, this is the case, because the premise “M is, for instance, P’, 
P”, P’’’, and P””” contains the major term M, that is, the predicate of the 
conclusion, so it is the major premise. In the case of induction, the prem-
ise “S’, S”, S’’’, and S’’’“ are taken as samples of the collection M” contains a 
minor term M, namely, the subject of the conclusion, hence it is the minor 
premise.

It is obvious that in the examples given by Aristotle, premises that 
are known have been omitted, and this as an epistemic criterion need not 
be logically uniform. And really, in proofs I and II the major premises 
are omitted while in proof III the minor premise is. If we set the condi-
tion that the criterion for the premises in which the sign of the argument 
is given should be logically uniform, then Peirce’s 1868 argumentation is 
clearly inconsistent.

Let us set a consistent criterion:

 If the middle term in the major premise is index, icon, or symbol, 
then the relationship of the premises to the conclusion is index, 
icon, or symbol, respectively.

Now we see that in Proof I the middle term is M, and the major 
premise is (x)(M(x) P(x)), so the semiotic role of M in that premise de-
termines the sign of the argument. Having milk is a sign that a woman is 
pregnant. It is a sure indicator, that is, an index.

We can see that in Proof I the middle term is P, and the major premise 
is (x)(M(x) P(x)), so the semiotic role of P in that premise determines 
the sign of the argument. Being pale can be an indicator that a woman is 
pregnant, but it is not a sure indicator because someone can be pale for 
other reasons, a pale woman looks like a pregnant woman, paleness is an 
icon here.

Finally, we see that in Proof III the middle term is s, and the major 
premise is P(s), therefore the semiotic role of s in that premise determines 
the sign of the argument. The role of s here is to denote Pittacus, it func-
tions as a symbol.

To conclude: the names serve as middle terms in induction; therefore, 
induction is based on symbols.
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5. Some normative and formal aspects 
 of semiotic implication

This section is about formal importance of semiotic implication, but 
also stresses how it deviates from the norm. The symbolic notation for 
semiotic implication is introduced, as well as its definition and some ba-
sic principles. Finally, I emphasize that abductive validity does not follow 
from the principles of semiotic implication, which only allows the expan-
sion of the framework in such a way that non-standard validity can be 
grounded on rational reasons.

The formal importance of the semiotic implication is reflected in the 
fact that it enables writing in the object language that, for example, milk is 
an index of pregnancy, or that a human is an index of an animal, while an 
animal is an icon for a human being. Qualities are semiotically related to 
other qualities, for example, smoke is a sign of fire.

Thus, the index and the icon as semiotic factors are introduced into 
the symbolic language. Properties in relation to each other do not func-
tion as symbols, but as indices or icons, for properties are indicators of 
other properties not by convention.

Deviations from the norm:

1. The argumentation that I have presented allows deduction to be 
defined through index as an argument in which the sign of the 
argument is an index. Thus, instead of deductive validity, one can 
speak of indexical validity, which would be a deviation from the 
norm. About how far-reaching this deviation is, is an issue that 
requires special consideration.

2. The enthymematicity of intuitionistic implication motivated me 
to argue that the semiotic implication is enthymematic in a com-
plementary way. Intuitionistic implication, as a major premise, is 
sufficient according to Anderson and Belnap (1961, p. 719). In 
Trajkovski (2024) I argued that semiotic implication as a major 
premise is not necessary.2 In short, the point I am making is that 
if we take the sentence “For any x, if x is M, x is A” (“M” stands 
for “a man”, and “A” stands for “an animal”) as a missing premise 
in the argument: t is M; sot is A. I take as a starting point a prag-

2 These ideas were presented in M. Trajkovski, “Semiotic implication” (1st International 
Congress on Logic, Epistemology & Methodology, 2021, Philosophy Department 
of the University of Costa Rica) and “Semiotic, material and logical validity” (3rd 
Context, Cognition and Communication Conference Varieties of Meaning and 
Content, 2022, Faculty of Philosophy, University of Warsaw).
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matic understanding of attributing to a cognitive subject that s/he 
has the concept X. If this is the case then the subject must connect 
this concept with at least one other concept which either implies 
X or is implied by X. Hence, the subject who claims “M(t)” must 
at least, for some Y and Z, have an understanding of either “(x) 
(Y(x)M(x))” or “(x) (M(x)Z(x))”.

Therefore, an abridged deduction M(t); [Ergo] A(t), or an abridged 
abduction M(t); [Ergo] B(t)can be assumed. The point is, as is argued, that 
claiming “M(t)” assumes that “M” as a sign is, by the subject, connected 
with at least one more sign “X” in a sense that “M” is either an index or an 
icon for it. As a conclusion it follows that semiotic implication as a major 
premise is not necessary if the subject making the inference believes and 
understands the minor premise.

3. The principle of identity (x)(P(x)P(x)) does not hold.

This conditional would be semiotically read as:

A) P is an index of P
and
B) P is an icon of P.

While A) seems natural, B) does not: I wouldn’t say that I am my own 
icon.

This creates the need for a special sign for semiotic implication, so I 
introduce the following sign: ÷.

Definition and basic principles

(x)(P(x)÷Q(x)) reads: P is an index of Q, for any P and Q, and Q is an 
icon of P, for Q different from P.

This leads to the basic principle:

(P(x)÷ Q(x))((P(x)Q(x))P≠Q), for all x.

Other principles are:

Contraposition: (x)((P(x)÷Q(x))(¬Q(x)÷¬P(x)), it says that if an x 
does not have property Q which is the icon of property P, then it is not P.

Transitivity: (x)(((P(x)÷Q(x))(Q(x)÷R(x)))(P(x)÷R(x))),it says 
that if Q is an icon of P and index of R, then P is an index of R.

Finally, the deviations are not necessary, for semiotic implication does 
not entail the validity of abduction since the conjunction P(x)÷Q(x) and 
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Q(x) does not entail P(x). Namely, if an x has property Q which is an icon 
of property P, it does not mean that it has property P. This is in accord 
with the general definition of an icon as a sign – it can be present in an 
absence of its referent.

Conclusion

In the text, I discussed some formal features of semiotic implication; 
first of all there is non-reflexivity due to which the semiotic relationship of 
the predicates in the implication cannot be expressed by a standard impli-
cation. Hence, I introduce a special symbol “÷” for the semiotic implica-
tion which I define as P is an index of Q, for any P and Q, and Q is an icon 
of P, for Q different from P, formally: (x)(P(x)÷Q(x)). This implication is 
transitive and contraposes. I accept Peirce’s idea that different arguments 
correspond to different signs and agree with Aristotle and Peirce that the 
sign should be sought in the middle term, I point out the key error in Pei-
rce’s argumentation and show that the sign should be sought in the major 
premise. I also underline that the syllogistic approach that Peirce opted for 
directed my attention to Aristotle’s understanding of syllogisms based on 
signs that I referred to in my analyses, but that it made it impossible for 
Peirce himself to see the semiotic implication. As Aristotle talked about 
signs in the context of enthymemes and Anderson and Belnap about in-
tuitionistic implication as being enthymematic, I asked the question about 
the relationship between semiotic implication and enthymeme. I present 
the thesis that the semiotic implication is enthymematic in a way comple-
mentary to the intuitionistic one: when the major premise in the syllogism 
is an intuitionistic implication, the minor one is not necessary, while when 
the semiotic implication is the major premise, then the minor premise is 
not necessary. I also highlighted several aspects in the system based on 
semiotic implication that deviate from the norm. I emphasized, however, 
that with certain limitations, the notion of semiotic implication can be 
adapted to the norm.
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IN KANT’S AESTHETICS

Abstract: Like all books, Kant’s Critique of Judgment is of its time. On the topic 
of art in particular, Kant assumes that great art is beautiful art, and that artists at-
tempt in some sense or other to represent nature. It is reasonable to ask whether 
Kant’s theory of beauty can illuminate art in our time, when these assumptions 
have mostly been set aside. I will argue that it can, given a proper understanding 
of the theory. In particular, Kant’s account of normativity in aesthetic judgment 
in general is the central thread also in his account of fine art. The crucial point is 
that beauty, for Kant, is more intellectual than sensuous, so consequently whether 
a particular object is beautiful is independent of its sensible qualities.I begin by 
explaining Kant’s account of aesthetic normativity in general. Then I turn to what 
he says about art, which he treats as a special case within the broader theory of 
taste. Crucially, Kant thinks that beauty is the same thing in art as in nature, and 
thus so is the basis of normativity.Iconclude by showing how Kant’s theory can, 
perhaps surprisingly, shed light on our appraisal of recent works of art.

Keywords: Kant, normativity, aesthetics, beauty, art, genius.

Like all books, Kant’s Critique of Judgment is of its time. On the topic 
of art in particular, Kant assumes that great art is beautiful art, and that 
artists attempt in some sense or other to represent nature. It is reason-
able to ask whether Kant’s theory of beauty can illuminate art in our time, 
when these assumptions have mostly been set aside. I will argue that it 
can, given a proper understanding of the theory. In particular, Kant’s ac-
count of normativity in aesthetic judgment in general is the central thread 
also in his account of fine art. The crucial point is that beauty, for Kant, 
is more intellectual than sensuous, so consequently whether a particular 
object is beautiful is independent of its sensible qualities.

I will begin by explaining Kant’s account of aesthetic normativity in 
general. Then I will turn to what he says about art, which he treats as a 
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special case within the broader theory of taste. Crucially, Kant thinks that 
beauty is the same thing in art as in nature, and thus so is the basis of 
normativity.I will conclude by showing how Kant’s theory can, perhaps 
surprisingly, shed light on our appraisal of recent works of art.

I.

Beauty, for Kant, is found primarily in nature, and only secondarily 
in works of art. The central problem in Kant’s theory is reconciling the 
subjective and objective dimensions of taste: We say that “there is no 
disputing about taste,” but also expect others to agree with our judg-
ments of taste. This is a problem of normativity. Kant wants to show 
that this expectation is justified, which is why the issue of normativ-
ity is so central to his aesthetic theory. His solution is to borrow, in 
effect, the normativity of taste from the critical account of cognition. 
In cognitive judgments, e.g. “That bird is a gray catbird,” as in judg-
ments of taste, e.g. “That catbird is beautiful,” we expect others to agree 
with our judgment. “Nothing,” Kant tells us, “can be universally com-
municated except cognition, and representation so far as it belongs to 
cognition.” (5:217) From this he infers that the “determining ground” 
of the judgment of taste “can be none other than the state of mind that 
is encountered in the relation of the powers of representation to each 
other insofar as they relate a given representation to cognition in gen-
eral.” (5:217) But what is “cognition in general [überhaupt]”? Kant can-
not mean that taste is cognition, full stop, because then judgments of 
taste could be supported by appeal to rules, for example, “That sound 
is the characteristic song of the gray catbird.” At the same time, though, 
it must be cognition in some very significant sense, for otherwise it 
could not demand the assent of others, which is to say it would carry 
no normative force.

My suggestion is that we take “cognition in general” to refer to the 
effort to systematize empirical cognition. The problem of the norma-
tivity of taste in the Critique of Judgment has its roots in the center of 
Kant’s critical project. In the Appendix to the Transcendental Dialectic 
in the Critique of Pure Reason, Kant tells us that just as the understand-
ing unifies appearances under concepts, reason seeks to unify empirical 
concepts into a system:

[W]hat reason quite uniquely prescribes and seeks to bring about concern-
ing (the understanding] is the systematic in cognition, i.e. its interconnec-
tion based on one principle.
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What Kant means here by a system is his version the unification of 
science. Kant’s argument, in the earlier Transcendental Analytic, has the 
consequence that every object of experience can be subsumed under some 
concept or other. A tiny few of these concepts are the well-known pure 
categories of the understanding, the objective validity of which is a con-
dition of the possibility of experience. This validity is established by the 
Transcendental Deduction of the Categories. More commonly, though, we 
subsume objects of experience under empirical concepts, such as ‘table,’ 
‘stone,’ and ‘catbird.’ Reason’s systematizing task is to find unity among 
these contingent concepts, for example by grouping ‘catbird’ under ‘birds,’ 
‘vertebrates,’ and so on, and distinguishing within the grouping between 
gray catbirds, northern catbirds, etc. The goal, to which we can approach 
only “asymptotically” (A663/B691), is a hierarchical structure of concepts 
organized around an idea of pure reason, which defines as “a necessary 
concept of reason... to which no congruent object can be given in the 
senses.” (A327/B383)

But why do empirical concepts require unification in a system? Kant 
calls systematic unity the “touchstone [Probierstein] of truth” for empirical 
cognition, which I take to mean that systematicity is Kant’s construal of 
the demand for coherence in empirical cognition. The systematization of 
empirical cognition is thus an essential part of the task of the systematiza-
tion in general. And this task is the work of the Critique of Pure Reason 
itself: investigating the possibility of cognition through pure reason. Sys-
tematic unity is thus crucial for the larger, well-known project of setting 
metaphysics on the “secure course of a science,” (Bvii) for, he tells us near 
the end of the work, “systematic unity is that which first makes ordinary 
cognition into science.” (A832/B860)

With what right, if any, do we suppose that our empirical concepts 
can in fact be unified in a system? That this unification is possible is a 
contingent proposition, and thus cannot be known through mere tran-
scendental reflection, like the categories. But the possibility of systemat-
ic unification is, as I have explained, necessary for the critical project of 
putting metaphysics on the secure course of a science. Kant takes up this 
problem in the 1790 Critique of Judgment. In the introduction to the third 
Critique Kant tells the reader that the task of the book is to provide a tran-
scendental ground for the possibility of systematizing empirical cognition:

[T]he power of judgment must... assume it as an a priori principle for its own 
use that what is contingent for human insight in the particular (empirical) 
laws of nature nevertheless contains a lawful unity, not fathomable [nichtzue-
rgründende] by us but still thinkable, in the combination of its manifold into 
one experience possible in itself. (5:183–4)
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I call this assumption the principle of the purposiveness of nature. 
Furthermore, of the two major divisions of the work, the “Critique of Aes-
thetic Judgment” is the one that belongs to that task “essentially,” since 
“this alone contains a principle that the power of judgment lays at the ba-
sis of its reflection on nature entirely a priori.” (5:193) So we should ex-
pect to find something in Kant’s aesthetic theory that supports the goal of 
system-building, and I propose that it is found in §9, which Kant calls the 
“key to the critique of taste.”

Kant’s question in §9 whether, in a judgment of taste, the pleasure 
precedes the judgment, or the reverse. In the former case, the pleasure 
would be merely agreeable rather than beautiful, and have only “private 
validity, since it would immediately depend on the representation through 
which the object is given. (5:217; emphasis in original) Therefore, Kant 
concludes, the judging must precede the pleasure. But what must this 
pleasure be such that it gives rise to a pleasure we can impute to everyone? 
“Nothing,” Kant says, can be universally communicated except cognition, 
and representation in so far as it belongs to cognition,” and so the judg-
ment of taste must have a relation to “cognition in general [Erkenntnis 
überhaupt].” (5:217) Unfortunately, Kant is rather vague about what this 
claim means, so interpreters of Kant have faced a dilemma. If “cognition 
in general” is just cognition, then judgments of taste ought to be support-
able by appeal to determinate rules, which Kant consistently denies. It also 
threatens the unappealing consequence that all objects must be beautiful, 
since, according to Kant’s argument in the Transcendental Deduction of 
the Categories in the first Critique, every object is subject to the pure prin-
ciples of cognition, the categories. On the other hand, to the extent that 
we take “cognition in general” to cognition strictu sensu, Kant is open to 
the objection that the appeal to cognition does not entail the normativity 
that he needs from it.

On my reading, this dilemma is resolved by taking “cognition in gen-
eral” to refer to the goal of systematizing empirical cognition. This allows 
us to avoid the first horn of the dilemma, because the principle of the 
purposiveness of nature is not a condition of the possibility of experience. 
Rather, the imperative to systematize empirical cognition is a regulative 
principle that guides our investigation of nature.1 We also avoid the second 
horn of the dilemma, because systematization is of central importance to 
Kant’s overall account of cognition. So although Kant does not explicitly 
say that this is what he means by “cognition in general,” this reading fits 
the stated needs of his theory quite precisely.

1 This is the point of the first section of the Appendix to the Transcendental Dialectic 
in the Critique of Pure Reason.



Normativity in Art in Kant’s Aesthetics | 203

I want to emphasize two aspects of Kant’s view as I understand it. 
First, Kant’s statement in §9 that in the judgment of taste the judging pre-
cedes the characteristically aesthetic pleasure has the consequence that the 
beautiful object does not need to be in itself particularly pleasant. Aesthet-
ic appreciation is a mode of cognition, and the pleasure results from the 
(quasi-) cognition. I think Kant means to draw our attention to this when 
he tells us that the judging has the pleasure as its “consequence [Folge].” 
(5:217) Kant surely thought of beauty, including beautiful art, as starting 
with pleasant things, but this is not required by his theory. This will be 
important later on for applying Kant’s theory to trends in modern art.

The second point I want to emphasize is that, as I read Kant, beauty 
is a property of objects, albeit an indeterminate one. This point in turn 
has two aspects: First, judgments of taste refer to things in the world, but 
(second) the only evidence we can give for them is the feeling of pleasure 
we felt upon judging. To the first point, Kant says quite plainly in the first 
section of the Analytic of the Sublime that “we express ourselves on the 
whole incorrectly if we call some object of nature sublime, although we 
can quite correctly call very many of them beautiful.” (5:245) His task here 
is to explain the place of the sublime in his “Critique of Aesthetic Judg-
ment,” so although this is just one spot in the text, it is a crucial one where 
Kant was surely writing very carefully. In addition, we should consider 
the many places in the text where Kant refers, seemingly without irony, 
to things as beautiful. If he thought it were an error to call objects beauti-
ful, we would expect him to say so, and he does not. To the second point: 
taste is subjective in the sense that it is based on a feeling of pleasure (or 
displeasure), which Kant says is “the subjective aspect of a representation 
which cannot become an element of cognition at all.” (5:189; emphasis 
in original)Here is how he presents his view in resolving the “Antinomy of 
Taste”—again, a crucial spot where Kant is writing carefully:

The judgment of taste doubtlessly contains an enlarged relation of the rep-
resentation of the object (and at the same time of the subject), on which we 
base an extension of this kind of judgment as necessary for everyone, which 
must thus be based on some sort of concept, but a concept that cannot be 
determined by intuition, and which thus also leads to no proof for the judg-
ment of taste. (5:339 – 40; emphasis in original)

He goes on to tie taste to the rather murky notion of the “supersen-
sible substrate of appearances,” a “pure rational concept” which, he says, 
“grounds the object (and also the subject) as an object of sense, conse-
quently as an appearance.” (5:340)

In sum, Kant holds the view that (some) objects are beautiful; that 
we have a right to expect, in a strongly normative sense, that others agree 
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with our judgments of taste; and that this normativity is grounded in the 
role of taste as a variety of cognition.

II.

After developing his aesthetic theory in relation to natural beau-
ty, Kant begins his discussion of art in §43 of the “Critique of Aesthetic 
Judgment.” There he faces a problem left over from §16, where he dis-
tinguished between “free” and “adherent” beauty. Free beauty—beauty 
in the truest sense, for Kant—presupposes no concept of what the object 
is supposed to be, whereas adherent beauty does presuppose a concept, 
so that the concept provides a standard against which the object can be 
judged. Kant gives the example of a church, the very concept of which 
places constraints on how a church should look. This is in keeping with 
a central idea in Kant’s aesthetic theory, already noted, that judgments of 
taste cannot be supported by appeal to rules. These rules would presum-
ably have the form ‘Every object that is p is beautiful; A is p; therefore, A is 
beautiful.’ But for Kant, artistic production, like all intentional production, 
requires that the artist start from a concept of what she wants to produce, 
so it might seem as though it should be impossible for a work of art to be 
freely beautiful, and that any beauty there is in works of art must be differ-
ent from beauty in nature.

Kant does not accept this consequence, and in fact affirms that beauty 
is, in a very strong sense, the same thing in works of art as in natural ob-
jects. He allows for the possibility of judging a work of art while ignoring, 
or being ignorant of, the artist’s intention for the work.The key is that, 
to be beautiful, art must seem to be nature: Referring back to his earlier 
account of beauty in nature, Kant says, “[n]ature was beautiful, if at the 
same time it looked like art; and yet art can only be called beautiful if we 
are aware that it is art and yet it looks to us like nature.” (5:306) Note that 
Kant characterizes his own view by saying that “nature resembles art.” This 
is a reference to the thesis of the Critique of Judgment, which is the claim 
that “particular empirical laws... must be considered in terms of the sort of 
unity they would have if an understanding (even if not ours) had... given 
them for the sake of our faculty of cognition, in order to make possible a 
system of experience.” (5:180) Nature is beautiful in so far as it seems to be 
made for us, as rational beings. Works of fine art actually are made for us, 
and it is central to Kant’s theory that, at least in so far as it is successful, art 
speaks to us as rational beings, just as beauty in nature does.

The univocity of beauty is also reflected in Kant’s account of artistic 
genius. Adopting a key concept of the Sturm und Drang movement as well 
as, later on, Romanticism, Kant says that “beautiful art is art of genius,” 
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and he defines genius as the talent “through which nature gives the rule 
to art.” (5:307; emphasis in original) Genius requires “spirit,” which is the 
source of the originality of its works (“genius is entirely opposed to the 
spirit of imitation” [5:308]), but also taste, which

is the disciple (or corrective) of genius, clipping its wings and making it 
well behaved or polished; but at the same time it gives genius guidance as to 
where and how far it should extend itself if it is to remain purposive. (5:319)

Taste, that is, ensures that works of genius are beautiful as well as orig-
inal. Kant’s description of the nature of genius depends on the assumption 
that the taste guiding the genius is the same taste outlined earlier in the 
“Critique of Aesthetic Judgment,” and that the beauty she produces is the 
same beauty.

Thus beauty is the same in nature as in art, and so is the normative 
basis for each, namely the connection to cognition. Kant distinguishes 
beautiful from art that is merely “pleasant (angenehm)” by saying that 
while in the case of the latter “pleasure accompanies the representations as 
mere sensation,” in the former it accompanies them as “kinds of cognition.” 
(5:305; emphasis in original) Note that Kant refers to beauty here not 
merely as related to cognition but as a type of cognition (Erkenntnisart). 
Though Kant does not say so explicitly, it is clear that the motivation for 
contrasting ‘pleasant’ with ‘beautiful’ by means of their connections, re-
spectively, to sensation and cognition is to emphasize that in all contexts 
cognition is the basis for imputing judgments about beauty to everyone.

Kant explains the genius’ spirit as “the faculty for the presentation of 
aesthetic ideas.” These in turn are defined as “representations of the im-
agination that occasion much thinking though without it being possible 
for any determinate thought, i.e. concept, to be adequate to it.” (5:314) The 
aesthetic idea is the “pendant” of the idea of reason, which he defines, 
consistently with the Critique of Pure Reason, as a representation of rea-
son to which no intuition can be adequate. Kant’s thought here is that a 
beautiful artwork offers a presentation to the senses thatleads us to think 
beyond that presentation. But not just any thought will do; Kant’ empha-
sizes that beautiful art “brings the faculty of intellectual ideas [i.e. reason] 
into motion,” helping us to “feel our freedom from the law of association.” 
(5:314) Here too, then, the mark of good art is its appeal to the intellect.

To summarize the view of art I am attributing to Kant: Good art is 
beautiful art, and beauty is the same thing in works of art as in nature. 
Beauty in both contexts is the suitability of an object for integration into a 
system of empirical cognition. Objects are beautiful, but the evidence we 
give for our judgments of taste is the subjective feeling of the productive 
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interplay of our cognitive faculties that Kant calls the “harmony of the 
faculties.” The role of the beautiful object in Kant’s account is important 
because it is what makes beauty normative: Kant assumes throughout his 
critical writings that our goal in cognition is to get the world right, that 
is, to represent it accurately. The aspect of cognition most relevant for the 
Critique of Judgment is the systematization of empirical concepts. We can-
not prove that such a system is possible, but we can feel that we are mak-
ing progress toward it. This is what Kant thinks we feel when we have the 
experience of beauty.

I will conclude this section with a bit of a digression on the topic of 
normativity of art. We can ask about the basis for normative judgments 
about particular works of art, but philosophers have also debated the val-
ue of art as such. The original impetus for this discussion is Book X of the 
Republic, where Plato excludes artists and poets from the kallipolis because 
fine art is not a craft. Art appeals to our senses with beautiful falsehoods, 
undermining the rule of reason in the soul and leading us away from the 
truth. By connecting art to cognition, Kant’s theory suggests a response 
to Plato. As I read him, Kant connects art to the pursuit of truth without 
reducing art to a tool of science or morality. Contrary to criticisms from, 
e.g. Hans-Georg Gadamer, Kant does justice to the subjectivity of taste 
without reducing it to ‘mere feeling.’

III.

Equipped now with a proper understanding of Kant’s account of nor-
mativity in art, we are in a position to take a fresh look at how Kant’s 
aesthetic theory can be used to look at some important works of 20th-
century art. To put it very broadly, many of the greatest works of modern 
art are great for reasons other than their propensity to be pleasant to ex-
perience. But on the present reading of Kant’s theory of taste, the pleasure 
characteristic of positive aesthetic, i.e. beauty, attaches to ourreflection on 
the object rather than to the object or artwork itself. In the final section of 
this paper, I will show how Kant’s theory of art, suitably understood, can 
shed light on particular works of art exemplify a few of the trends in art 
in the 20th century. It might seem as though Kant, with his emphasis on 
art as the production of beauty, his ranking of the various art in terms of 
their “aesthetic value,” (5:326) and his unfortunate fondness for the poetry 
of Frederick the Great, would have little to offer to discussion of art in our 
time. I hope to show that he does.

Let me make clear what I am doing here. I have selected a few works 
of 20th-century art, some of them, I hope, familiar to most of us. Since my 
topic is normativity in art, I have chosen works that are generally regarded 
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as good, that is, successful. Of course, one might quarrel with my judg-
ments, but I think that at least any theory of art that has the consequence 
that all of them are unsuccessful is not a plausible theory. I will rely to 
some extent on certain interpretations of the works I discuss, but I do not 
pretend that these interpretations are original with me, nor that they are 
unassailable. What matters is that the interpretations are plausible, and 
Kant’s aesthetic theory can help us make sense of them.

Consider, for a first example, perhaps the most significant work of 
visual art in the 20th century, Marcel Duchamp’s Fountain. In 1918, Du-
champ exhibited Fountain in the Independents Art Show in New York. It 
consisted of an ordinary porcelain urinal, turned on its head and signed, 
whimsically, ‘R. Mutt 1917.’ One could be enraptured by Fountain’s 
smooth white surfaces, but in fact Fountain owes its exalted status not to 
its appearance but rather to the statement Duchamp makes by means of 
it: Art is whatever the artist says it is, or whatever an artist does. This is 
a claim about the nature of art, and as such it might appear to be too ab-
stract to be the basis for a claim of beauty, for Kant or indeed for anyone. 
This appearance is misleading, however. For Kant, a beautiful thing is one 
that gives pleasure by stimulating the intellectual faculties. To give one’s 
attention to the sensuous surface of the work would be to miss the genu-
ine significance of it. (Tomkins, 1996, Chap. 12)

The 20th century, in fact, saw a number of attempts, in a variety of 
media, to erase the artist from the artwork. The American composer John 
Cage, for example, composed Music for Change by having visitors to his 
New York apartment throw the I Ching and thereby determine notes in 
the piece. Cage’s thought, apparently, was that the work was composed by 
chance, rather than by himself or his guests. Similarly, Surrealist artists 
played a game called Exquisite Corpse, in which multiple people would 
draw on a surface without seeing what the others had drawn. The result 
was supposed to be a work produced by the collective unconscious of 
the group, rather than a collaboration between individuals.2 Now, Kant 
certainly assumes that artworks are produced by rational agents; indeed, 
he considers this to be definitive of works of art as opposed to natural 
objects. (5:303) Interestingly, though, Kant might accept the ‘death of the 
artist,’ because rational agency plays no role in explaining a work’s suc-
cess, that is, its beauty. This follows from two aspects of Kant’s aesthetic 
theory already mentioned. First, “beautiful art is an art to the extent that 
it seems at the same time to be nature.” (5:306) In other words, beautiful 
art does not seem like it is intentionally made. Second, “beautiful art is art 

2 Breton, André (7 October 1948). Breton Remembers. Archived from the original on 
27 January 2008. Retrieved 28 May 2024.
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of genius,” and genius, as Kant defines it, is the mental faculty “through 
which nature gives the rule to art. (5:307; emphasis in original) Genius is 
a nonrational faculty, so to the extent that an artwork issues from genius 
(and thus, to the extent that it is beautiful), the rational agency, and thus 
the personhood of the artist drops away. What is crucial for evaluation of 
the work is its propensity to stimulate the free play of the understanding 
and the imagination.

Finally, consider what Kant might say about works of art that are non-
representative. Jasper Johns’ Flag, for example, looks like an American flag, 
but in fact it is actually a flag. The artist seems to be making a bit of a joke 
about the fact that any surface with the appropriate arrangement of color 
planes counts as a flag. Abstract art, too, does not represent anything, that 
is, it does not carry the mind to anything other than itself. Jackson Pol-
lock’s drip paintings, for examples, are just records of the artist’s activity 
in creating them—hence the term ‘action painting.’ Both “Flag” and the 
drip paintings are examples of artworks for which there is no gap between 
the artwork (in both of these cases, painting) and the thing represented. 
“Flag” is actually a flag.Both it and the drip paintingare, as Hume would 
say, “original existences,” not representations. Neither has what Descartes 
calls “objective reality.” (Danto, 1981, Chap. 1)But this does not matter for 
Kant’s theory. Both works are causally attributable to specific people. Even 
if they weren’t, remember that for Kant beauty is the same thing in nature 
and in art, and beauty is the propensity to stimulate the free play of the 
cognitive faculties.
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Abstract: The aim of this paper is to show the relationship between philosophy 
and literature by interpreting relevant plays by Shakespeare. It will be shown that 
philosophy and literature can talk about the same significant truths, e.g. about 
human nature, motivation and ambition. The debate between aesthetic cognitiv-
ists and aesthetic non-cognitivists that concerns the cognitive value of art, the 
question of whether art can truly teach us something is significant. While asking 
about the normativity of art, we should also examine whether its value depends 
on the social context. This will be the content of the first part of the paper which 
will deal with the more universal philosophical questions, most notably with the 
epistemological question of wheter we learn through reading literature. And al-
though literary approach to the same topics differs from the philosophical, lit-
erature can give us more vivid particular examples that can help us understand 
philosophical ideas and theories better. Thus, Shakespeare’s work can guide us 
towards a greater understanding of philosophical concepts. For example, we can 
look into Shakespeare’s tragedies for his understanding of virtue and compare it 
to the philosophical exploration of the same topic. The second part of the pa-
per will explore specific ideas shared by Shakespeare and Machiavelli. Dealing 
with the relationship between the two authors, it will be inevitable to ask whether 
Shakespeare’s texts can offer us a basis for normative claims about Machiavelli’s 
ideas. Does Shakespeare provide us with a set of norms and rules for the (right) 
interpretation of Machiavelli’s texts?

Keywords: philosophy, literature, Shakespeare’s plays, Machiavelli, politics, for-
tune, virtù, irony, conspiracies.

1. Truth in philosophy and literature

We often hear comments on artworks. A play can be evaluated as 
profound, a science fiction novel celebrated for the depiction of a faraway 
world that is so similar to ours, and which we wouldn’t have known with-
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out that book. These propositions about the works of art have led to the 
appearance and development of the debate between aesthetic cognitivists 
and aesthetic non-cognitivists. Baumberger highlights the fact that aes-
thetic cognitivists accept and take seriously propositions about artworks 
(Baumberger, 2014, p. 1). Their position is best understood as a conjunc-
tion of an epistemic claim that “[a]rtworks have cognitive functions” 
(Baumberger, 2014, p. 1) and an aesthetic claim that the “[c]ognitive func-
tions of artworks partly determine their artistic value” (Baumberger, 2014, 
p. 1). On the other hand, Baumberger highlights that the aesthetic non-
cognitivists deny and reject one or both of these claims. Thus, there are 
different versions of this standpoint (Baumberger, 2014, p. 1).

According to Baumberger, the claims that form the basis of aesthetic 
cognitivism neither state that all artworks have cognitive functions (e.g. ro-
mantic comedies), nor that the cognitive functions of artworks necessarily 
increase their value. And indeed, like he believes is the case with biogra-
phies, we will be capable of learning something about history (Baumberger, 
2014, p. 1) if we read or watch a play, e.g. Richard II and Richard III, but that 
does not (necessarily) make them better plays than Hamlet and Macbeth. 
There are valuable artworks that serve purposes that are not cognitive. Ex-
amples for that would be propaganda films that have political functions, but 
do not really convey truth and have no cognitive functions. Apart from cog-
nitive functions, Baumberger believes that an artwork can also have “practi-
cal, decorative, political, and economic” (Baumberger, 2014, p. 1) functions, 
as it can have, apart from cognitive (profoundness, shallowness etc.), other 
values (Baumberger, 2014, p. 1), e.g. moral, political etc.

Lamarque emphasises that no one denies that the truth has some kind 
of relationship with literature. According to him, fiction reports truth and 
we can get to truth through fiction (e.g. we can learn how it was to live at 
some time in some part of the world). However, it seems to him that it is 
not always the task of literature to report the truth, literature doesn’t have 
to have a didactic purpose. “To the extent that truth is better than false-
hood and learning better than ignorance then conveying truth is valuable 
and works that convey truth have value in that regard.” (Lamarque, 2010, 
p. 367) He stands behind the idea that all of this is acceptable and indis-
putable, but the problems emerge once we ask ourselves whether truth 
contributes to the literary value of a work, which leads to even more prob-
lems. This then becomes a dispute about the value of literature, because 
the value of truth isn’t problematic, but we are concerned with whether 
there is some specific kind of truth for literature (Lamarque, 2010, p. 367).

Philosophical texts, such as Hume’s Treatise on Human Nature, but 
also historical texts such as Thomas Macaulay’s History of England fall 
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under literature, as Lamarque highlights, despite the fact that they aim 
at truth. If we try to restrict ourselves to “the relevant class of fictional 
works” (Lamarque, 2010, p. 368), we lose lyric poetry from sight, even if 
we do not try to make a distinction between fictional and non-fictional 
works and realize how hard of a task that is (Lamarque, 2010, p. 386). 
Because of that, Lamarque suggests that we focus on the question of liter-
ary value and to judge the artworks from the literary perspective. That’s 
when we come to an understanding that what has a literary value in the 
case of Hume’s work, is not its philosophical aspect, but the way in which 
the Treatise is written (Lamarque, 2010, p. 368). Another reason for the 
connection between the truth and literature is a long tradition that John-
son illustrates by saying: “Poetry is the art of uniting pleasure with truth.” 
(Lamarque, 2010, p. 368, quoted from Samuel Johnson, Milton (Lives of 
the Poets)) Still, Lamarque indicates to us that the truth in poetry can be 
thought of here as a kind of seriousness of poetry: the seriousness of the 
reflection on the work, thoughts on the new possibilities and the develop-
ment of imagination. But we have to be careful, because there is no proof 
of the connection of this seriousness with truth (Lamarque, 2010, p. 368).

Still, Lamarque emphasizes that there are those who oppose the idea 
that fiction, unlike science and history, can communicate any truth, be-
cause it stands opposite to literature in some key respects. Literary value 
rests on “inventiveness, imagination, clever plots, or engaging characters.” 
(Lamarque, 2010, p. 369) However, “works of fiction are usually set in 
the real world, often referring to real places, events, or famous people” 
(Lamarque, 2010, p. 369), they get their ideas from the real world and so 
they can teach us geography or history. By using means similar to thought 
experiments in philosophy, literature can teach us truth through parables, 
“or moral tales told to children” (Lamarque, 2010, p. 369).

Yet, Lamarque points out that there are radical skeptics who complete-
ly deny that there is truth or they do not find it particularly important, so 
the truth would be a system “of metaphors, metonyms, and anthropomor-
phisms.” (Lamarque, 2010, p. 369, quoted from Friedrich Nietzsche, “On 
Truth and Falsity in Their Extramoral Sense”). Statements like these, obvi-
ously describe the abovementioned concepts extremely pejoratively com-
pared to the previously mentioned understandings of the topic.

Interesting for us are the stances of those who expressed their 
thoughts through the perspectives of both literature and philosophy. Be-
cause of that, Lamarque quotes Iris Murdoch, philosopher and writer, who 
found truth, perhaps even for her own fiction, in the great works of litera-
ture and understood it as clarity:
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[W]hat we learn from contemplating the characters of Shakespeare or Tol-
stoy . . . is something about the real quality of human nature, when it is 
envisaged, in the artist’s just and compassionate vision, with a clarity which 
does not belong to the self-centred rush of ordinary life. . . . [T]he greatest 
art . . . shows us the world . . . with a clarity which startles and delights us 
simply because we are not used to looking at the real world at all. (Lamarque, 
2010, p. 371, quoted from Iris Murdoch, The Soverenity od Good (London: 
Routledge, 1970), p. 65)

Lamarque points us to another way in which we can interpret the 
truth in literature – if it corresponds to something, so if it’s faithful to 
life, or, perhaps, human nature. That is achieved through believable and 
“recognizable characters and situations, [it] must avoid implausibility in 
plot structure . . . and must conform to norms of action and motivation.” 
(Lamarque, 2010, p. 372) Moreover, in literature, we can take everything 
that is expressed beautifuly and clearly as true (Lamarque, 2010, p. 372).

Sometimes truth will not be conveyed explicitly, but, as Lamarque 
emphasizes, the reader’s effort to fill the gaps so as to recognize the truth 
in the context will be necessary. The reader will be expected to recognize 
certain generalizations at the level of topic. For example, a literary work 
can contain general statements about the human nature that would lead 
the reader to the conclusion that (Lamarque, 2010, pp. 374–5), e.g. men 
are corrupt. Therefore, we can conclude that there is some kind of truth in 
literature, but it can be interpreted, as Lamarque states, as honesty, clarity, 
authenticity, probability of the structure of the plot, et al. As such, it can 
contribute to the literary value, but it is not the same as that necessary 
truth that would satisfy us in philosophy or history (Lamarque, 2010, pp. 
372–3). It is some kind of “universal” truth that needs no proof, some-
thing that is not a true factual proposition (Lamarque, 2010, p. 376).

Another approach to thinking about the relationship between phi-
losophy and literature comes from Dorothy Walsh and can be clarified 
with examples from Shakespeare’s plays. In her opinion, in addition to 
knowledge that and knowledge how, we can also speak of knowledge what 
it is like. In that way we could understand what it means to lose a child or 
change our faith and that would be the knowledge characteristic of litera-
ture (Wilson, 1983, pp. 491–2, according to Dorothy Walsh, Literature and 
Knowledge (Middletown, Ct: Wesleyan University Press, 1969), 96.). The 
examples from Shakespeare’s works could then be useful to us precisely so 
we would learn, know what something is like from Lear’s loss of Cordelia 
or Jessica’s conversion from Judaism to Christianity. Walsh believes that 
this knowledge doesn’t lack anything, it doesn’t need proof, so it would be 
absolutely unnecessary to look for it and its lack wouldn’t be problematic 



Philosophical Value of Literature: Machiavelli and Shakespeare | 215

at all (Wilson, 1983, p. 492). If we understand knowledge that we find in 
literature in this way, Shakespeare’s works would give us an almost inex-
haustible source of knowledge. However, Wilson emphasizes that we have 
to take into account that even this understanding is not complete and that 
there are many challenges for it to face. It is not hard to know what it is 
like on a superficial level, let us use examples from King Lear, to divide 
the property between ungrateful daughters and consequently lose a home, 
money and mind, but Wilson appeals to us that we can truly know this in 
the ‘strong sense’ only if we make big changes to our thoughts and con-
duct in the light of such circumstances. That is to say that, if we were 
to know this in the strong sense, we would have to modify our under-
standing of homelessness, poverty and mental stability, and with them our 
thoughts and conduct because only then can we broaden and apply our 
knowledge on new cases. We would, thus, have to think of ways to find 
housing, gain money and seek professional help, and act accordingly: to 
get a job, rent a place and visit a therapist. Only then does this knowledge 
become a tool for reacting to situations, problems and questions (Wilson, 
1983, pp. 492–5).

Baumberger believes that the knowledge gained from literature 
doesn’t need to be interpreted in the same way we usually interpret knowl-
edge, namely, as a propositional knowledge composed of justified (or re-
liable) true claims. It is absolutely enough to say that reading literature 
leads us to understanding and that already suggests that we have made 
some cognitive progress (Baumberger, 2014, p. 2). For cognitive progress 
it is enough to ask questions or pose problems for which we don’t need to 
give conclusive answers or solutions, but to give some clarifications – this 
is especially important for philosophy (Baumberger, 2014, p. 5).

And, since artworks can teach us something (Baumberger, 2014, p. 9), 
e.g. how England looked during the rule of Richard II, they particularly 
help the development of our cognitive faculties when they deepen our 
understanding of things. Baumberger, thus, emphasizes that Don Quix-
ote refers to a hopeless, although noble, man who acts absurdly, and Don 
Juan refers to a great lover. We will sometimes meet such people in real 
life and we will be able to give them names of these heroes as predicates 
(Baumberger, 2014, p. 10). So a noble scholar who constantly delays his 
goals might remind us of Hamlet, maybe we will even begin to use that 
name to refer to him.

Baumberger highlights the fact that literature has more means that 
can lead us to a better understanding of something. It can use specific ac-
centuation, deliberate subtraction and addition, deforming and alienation 
of different characteristics of objects so as to grip our attention (Baum-
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berger, 2014, p. 10). E.g. we can find specific accentuation and deform-
ing in the descriptions of Richard III that are used to focus our attention 
to his foulness (Richard III, I. i. 1–31; IV. iv. 166–173). Addition may be 
found in Macbeth, if the witches were there to grip the king’s attention. 
And Hamlet finds himself an alien in the world from which quite a lot has 
been subtracted, his father most notably. So, “[b]y carefully selecting and 
describing fictional incidents, actions and characters, [literary works] pro-
vide perspectives on real people and their relationships and interactions.” 
(Baumberger, 2014, p. 11)

Art, and with it literature, could serve as a thought experiment 
(Baumberger, 2014, p. 16). Its relationship to philosophy is clear to that 
extent because, as Baumberger says, philosophy and science can “contain 
and use thought experiments” (Baumberger 2014: 16). And insofar as 
thought experiments in these disciplines can lead us to cognitive progress, 
Baumberger doesn’t see why that wouldn’t be the case with literature. Lit-
erary works will prompt us to explore different possibilities, see the con-
sequences of assumptions, illustrate and support ideas and hypotheses 
(Baumberger, 2014, p. 15). That can lead us to ask more questions, change 
our opinions on a topic, give us a new perspective, show us what it means 
to find ourselves in a situation etc. (Baumberger, 2014, p. 16) Baumberger 
believes that literature can help the development of different cognitive 
faculties by encouraging our imagination, but we will also be able to re-
flect about that of which an artwork speaks, we will learn from examples 
that we read, and maybe we will ponder some problems that we usually 
wouldn’t, e.g. some moral dilemmas. All of this can lead to an adoption of 
new knowledge, and the enhancement of our memory (Baumberger, 2014, 
p. 17) as we later on think back on the work or reproduce it.

Of course, Baumberger states that the aesthetic non-cognitivists do 
not agree with this understanding of literature, and they will claim that 
the truths and beliefs acquired through reading literature are trivial. For 
instance, Crime and Punishment would not teach us that murder is bad, 
we ought to know that beforehand so as to recognize and accurately in-
terpret these ethical ideas (Baumberger, 2014, p. 18). Hence, according 
to aesthetic non-cognitivists, a parallel would be to take The Merchant of 
Venice and claim that we came to an insight that greed is bad through 
it. On the other hand, Baumberger highlights that some non-cognitivists 
even claim that we cannot base our beliefs on literary works, because they 
could never be justified, especially not by simply referring to the work. We 
can change Baumberger’s example and say, according to some aesthetic 
non-cognitivists, to read Richard III isn’t sufficient to permit us to say that 
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we know how England of his time looked. For that we need history books 
(Baumberger, 2014, p. 18).

But by using this example we can illuminate Baumberger’s position, 
and say that Richard III undoubtedly is some kind of biography. Shake-
speare’s historical play, or tragedy as it was previously classified (Green-
blatt, 2016, p. 296), referes to the real political figures and is set in a real 
place, so it can provide us with a basis for beliefs about them, and with 
that it will offer us some points of view that the historical texts do not 
offer us (Baumberger, 2014, p. 19). Richard III will, thus be a thought ex-
periment that will use historical figures, places and events in its setup. 
Furthermore, the accuracy of the certain historical information found in 
the tragedy can provide us with a reason for the better evaluation of this 
play (Baumberger 2014: 20). “Hence, we can learn about aspects of the 
world through imagination, and ordinary or literary thought experiments 
can aid these imaginings.” (Baumberger, 2014, p. 20)

Novitz believes that there can ulitimately be no knowledge without 
imagination, and imagination is precisely that which lies in the founda-
tions of fiction (Carroll, 1990, p. 167). Fiction, thus, can help us form hy-
potheses.

Furthermore, if the fanciful imagination operates this way with respect to 
knowledge acquisition across the board, the fact that some of our hypotheses 
are concocted in fictions should serve as no impediment epistemically so 
long as those hypotheses turn out to be successful – successful, that is, with 
respect to illuminating the world. (Carroll, 1990, p. 167)

In Novitz’s understanding, propositional knowledge is not the only 
form of knowledge (Carroll, 1990, p. 168), and

literature may impart beliefs about values, practical skills – knowledge of 
how to do x (strategic skills) or new ways to think about x (conceptual skills) 
– and empathetic skills (the ability to experience what it feels like to be 
caught up in certain situations), as well as deepening, and perhaps compli-
cating, our understanding of our own values by exploring them in relation 
to challenging situations. In all these different ways, we can learn from fic-
tion[.] (Carroll, 1990, p. 168)

As opposed to Novitz, Carroll sees the knowledge acquired in this 
way as a sort of induction (Carroll, 1990, p. 169). It does seem to me that 
the works of fiction can inspire us to form hypotheses, and if Carroll is 
correct in his view of this knowledge as a product of induction, we could 
rely on it just as much as we can rely on astronomy or, in general, sciences 
that rest on induction. And since we usually don’t doubt science, maybe it 
is time to put a bit more trust in literature.
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1.1. Universal/particular
According to an ancient idea, literature presents “the universal 

through the particular.” (Shiner, 2010, p. 25) Most notably, Aristotle un-
derstands this relation as follows:

[A] historian and a poet . . . differ in that one speaks of what truly happened, 
and the other of what could have happened.
That is why poetry is a more philosophical and a more serious thing than 
historiography, because poetry shows more that which is general, and his-
toriography that which is particular. General is when we say that the person 
with these or those traits has to speak or act in this or that way by probabil-
ity or by necessity; and poetry pays attention to that, when it gives persons 
names. (Aristotel, 2015, pp. 71–2)

Shiner differentiates three understandings of the relationship be-
tween the universal and the particular. Actual particulars could, thus, be 
characters that are not fictional, but are real historical figures or might 
have been real: Julius Caesar, Anthony and Cleopatra; Hamlet and Mac-
beth. In dealing with this problem like Shiner, we come to an under-
standing that, since Prospero from The Tempest never existed, he is not 
a particular, despite the fact that such owls and frogs showed in Macbeth 
do exist (Shiner, 2010, p. 25). Abstraction from these particulars leads us 
to “any ambitious man or woman, anyone who is torn between passion 
and duty,” (Shiner, 2010, p. 25) or just any owl. Yet, there is still one more 
mode of presentation, so to say, of the relationship between universal and 
particular through which the “ontological function” is reflected. Through 
it, we can find, not only characteristics of a certain type of person or 
a certain danger to man, but persons in general and general dangers to 
them. This is “ontological” precisely because it deals with how things are 
in the ultimate principle, human nature in general (Shiner, 2010, p. 25). 
Once we allow such an understanding, we can say that even science fic-
tion can intelligibly provide us with a viewpoint of our world by indi-
cating something else entirely, thus illuminating parts of our own world 
(Shiner, 2010, p. 28).

The general claims an artwork makes are typically made implicitly by the 
work’s treatment of particulars. They are displayed in the fine-grained de-
scriptions or representation of particular characters and events. Hence, the 
cognitive contribution of artworks does usually not primarily consist [of] 
conveying general beliefs considered in abstraction from the particulars of 
the narrative and its characters. It rather lies in the detailed descriptions or 
representations of particular (and often imaginary) cases that suggest the 
general beliefs. (Baumberger, 2014, p. 20)
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Hunt explains that approaching a work of fiction from a philosophi-
cal standpoint offers us a plethora of examples, particulars to which we 
can apply our ideas or beliefs (Hunt, 2006, p. 400). He showcases his ideas 
on an episode of The Twilight Zone, but they can be slightly modified so as 
to surve the purpose of our examination of literature. So, when we come 
in contact with a play, we encounter particulars that may have an impact 
on our cognition.

Since these particulars may differ widely from those in which the viewer [or 
reader] first acquired these beliefs and values, this process might produce 
surprising results. These results can affect beliefs they hold when they are no 
longer viewing the motion picture [, reading or watching a play] and actively 
contemplating this fictional world, because that world might well be logi-
cally relevant to what their beliefs ought to be. (Hunt, 2006, p. 400)

What happens here is that particulars might influence our real life 
beliefs. In that way king Lear’s particular circumstances are able to modify 
our beliefs in regards to the division of property or make us acquire new 
beliefs about it. And not only that, but “the narrative itself, or part of it, 
is the example that drives the argument.” (Hunt, 2006, p. 400) That would 
mean that we could even formulate an argument against the division of 
property as long as we are alive based on the particular case of king Lear.

What the narrative contributes to the viewer’s [or reader’s] cognition is not 
so much the abstract and universal as the concrete and particular. To the ex-
tent that it works on the viewer’s [or reader’s] mind in an argument-like way, 
it works as an argument-by-example. (Hunt, 2006, p. 401)

Because of that, we are allowed to explain further or base our philo-
sophical arguments on the particular examples from literature.

2. Machiavelli and Shakespeare

In this part of the paper I attempt to show that philosophical under-
standing can be improved by taking literary works into account. By using 
excerpts from selected Shakespeare’s plays I endeavor to clarify some of 
Machiavelli’s more universal ideas.

Similar topics, affinities and interests that can be found in the works 
of both authors can undoubtedly, at least partially, be explained by their 
seemingly similar lives. They highlighted both past and present events and 
compared them, and they both studied history so as to understand cur-
rent political events better. “Shakespeare’s plays were always decisively . . . 
and are, in the world and of the world . . . [H]e also wrote scripts that were 
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intensely alert to the social and political realities of their times.” (Green-
blatt, 2016, p. 12) Shakespeare and Machiavelli knew very well both the 
highest and the lowest social classes. And, besides writing about the rulers 
and for the rulers (and wore (literally or figuratively) their clothes (see 
Makijaveli, 2018, p. 8)), they wrote about the citizens and directly spoke 
to the ordinary (or more ordinary) people, one of them at the theatre, and 
the other primarily in Discourses on Livy. Because of these similarities, not 
only Machiavelli’s works, but also Shakespeare’s plays can be read as real-
political (Čavoški, 2019, p. 374).

Despite the fact that Shakespeare referred directly, but very rarely, 
to other thinkers, it is obvious that he was very well read and informed. 
Given that he mentioned the names Socrates and Aristotle at least once 
in his works, (Rowe, 2010, p. 174, p. 178) and a play on the name Machi-
avelli – Machevil (Grady, 2000, p. 124, according to William Shakespeare, 
The Riverside Shakespeare (Boston: Houghton Mifflin, 1974), 3.2.193), we 
can be sure that he knew of them and some of their ideas. Obviously this 
use of Machiavelli’s name wasn’t kindhearted and it might have led to fur-
ther misconceptions about the theory relayed in The Prince. Chavoshki 
says as follows: “Shakespeare knew well who Machiavelli is and what kind 
of diabolical political teaching he expounded.” (Čavoški, 2019, p. 375) In 
contrast to Chavoshki, I would say that Shakespeare did not know who 
Machiavelli truly was, because were Shakespeare actually aware of Machi-
avelli’s words, I doubt that he would ever use Machiavelli’s name like that 
and yet write in such a similar vein.

2.1. Fortune
One of the key notions of Machiavelli’s political philosophy is fortune 

and it is one of the “two important independent notions that stand in the 
beginning of every political action.” (Uzelac, in Makijaveli, 2020, pp. 164–
5) Fortune is an external force, independent of man; fortune is a necessity 
that is impossible to control and escape (Uzelac, in Makijaveli, 2020, p. 
165). Apart from fortune as a notion of political philosophy, Machiavelli 
speaks of personified Fortune, which is the remnant of olden times:

[F]ortune being changeful and mankind steadfast in their ways, so long as 
the two are in agreement men are successful, but unsuccessful when they fall 
out. For my part I consider that it is better to be adventurous than cautious, 
because Fortune is a woman . . . and it is seen that she allows herself to be 
mastered by adventurous rather than by those who go to work more coldly. 
She is, therefore, always, womanlike, a lover of young men, because they are 
less cautious, more violent, and with more audacity command her. (Machi-
avelli, 2014, pp. 121–2)
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We find a very similar conception of Fortune in Shakespeare’s plays. 
On one hand, Fortune determines greatly the destiny of political figures 
and is capable of changing the course of history. Thus, she is understood 
as an unpredictable force. On the other hand, she can also be a “personi-
fied superhuman force with the matching will, [a force] that chooses on 
a whim, that is, caprice, what and when she will grant or deny someone, 
make happy or harm, give good or inflict evil.” (Čavoški, 2019, p. 68)

All unavoided is the doom of destiny. (Richard III, IV. iv. 218)

Hamlet testifies to the idea that there is no escape from fortune when 
he starts following the ghost, despite Horatio’s plea (Čavoški, 2019, p. 72):

My fate cries out[.] (Hamlet, I. iv. 83)

And despite the fact that he is so rational, Hamlet, who is on a mis-
sion to “bring the world to the law and justice”, he sees fortune as inescap-
able. Of course, Hamlet was very hesitant by nature (Čavoški, 2019, p. 56) 
which is easily noticeable in his delay of bringing the world to the law 
and justice, and so it seems that he is ruled, maybe contradictory, by both 
reason and destiny. “Because, when he couldn’t live according to his ideal 
of rational stoicism, he let himself be destiny’s hostage just in the way he 
predicted her:” (Čavoški, 2019, p. 56)

[B]lest are those
Whose blood and judgement are so well commingled,
That they are not a pipe for fortune’s finger
To sound what stop she please. (Hamlet, III. ii. 73–76)

Machiavelli tells us that “everything changes according to the circum-
stances” (Makijaveli, 2018, p. 93) and Shakespeare testifies to that. Fortune 
constantly turns the wheel,

so she raises some, and others she throws down, and in the order that only 
she knows and determines. . . . In other words, those who are engaged in 
politics and aspire to high positions ought to closely follow the weel of for-
tune, so as to find out where their allies and adversaries are. When the wheel 
goes downhill, those who fall and perish should be abandoned immediately. 
If, on the other hand, it rises uphill, one should join the lucky ones so as to 
quickly prosper. (Čavoški, 2019, p. 76)

2.2. Virtù
Still, there is a way to fight Fortune. The other key notion that lies 

in the foundations of every political action is virtù. This notion is usually 
translated as virtue (Uzelac, in Makijaveli, 2020, pp. 164–5), which is not 
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adequate for it differs from the ancient, and ethical in general, notion of 
virtue. Virtù is Machiavelli’s technical term that signifies “a part of man’s 
character, his boldness to react or not to react to the elements that fortune 
brings into events . . . i.e. the ability to adapt to fortune and her game of 
chance, even to impose our law on fortune.” (Uzelac, in Makijaveli, 2020, 
p. 165) And while fortune is a necessity, virtù is a condition of our free 
will, that is, it provides space for our decisions despite and against fortune. 
“[V]irtùis an answer to her, and it depends on our virtù whether we will 
be able to respond effectively or if the response will ultimately be a prel-
ude to our defeat.” (Uzelac, in Makijaveli, 2020, p. 165) Still, Machiavelli 
speaks of virtue in the same sense as we do so today, as of positive char-
acteristics of men (Machiavelli, 2014, p. 56), but he also speaks of virtù, 
roughly, as of courage and morale (Machiavelli, 2014, p. 60).

Shakespeare also speaks of virtue as of “fundamental moral and po-
litical value” (Čavoški, 2019, p. 164). It is exactly because both of these au-
thors use the term ‘virtue’ to describe positive characteristics of a person, 
and use it in political contexts and some actions evaluate highly, that we 
can say that both of them speak of virtù. “[Virtù] [does] not manifest and 
prove itself in everyday, but only in unusual circumstances, when [a man] 
is put to great trials.” (Čavoški, 2019, p. 164) When it comes to Shake-
speare’s plays, like in the work of Machiavelli, we can find the use of the 
notion of virtue that was characteristic for the Romans, in order to signify 
mainly courage (Čavoški, 2019, p. 164; Coriolanus, II. ii. 85–86). Because 
of that, virtù “stands out and proves itself [best] in the war that Othello 
exalts and glorifies.” (Čavoški, 2019, p. 165) Such an understanding of 
virtù is illustrated, for example, by Hamlet’s words:

Rightly to be great
Is not to stir without great argument,
But greatly to find quarrel in a straw
When honour’s at the stake. (Hamlet, IV. iv. 53–56)

Virtù is especially important for the new rulers. And since Macbeth 
proved himself as full of virtù in the battles, he later gained the ability to 
establish himself as the usurper.

[B]ut all’s too weak;
For brave Macbeth, –well he deserves that
name, –
Disdaining fortune, with his brandisht steel,
Which smoked with bloody execution,
Like valour’s minion,
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Carved out his passage till he faced the slave;
Which ne’er shook hands, nor bade farewell to him,
Till he unseam’d him from the nave to th’chops,
And he fixt his head upon our battlements. (Macbeth, I. ii. 15–23)

Yet, Machiavelli believes that this leonine characteristic, this coura-
geousness and the ability to scare away the enemies and wolves (gentry), 
isn’t sufficient. He believes that a ruler ought to think ahead, to anticipate 
traps and act cunningly and twofacedly like a fox (Machiavelli, 2014, pp. 
83–4). And there is no bigger fox in Shakespeare’s plays than Richard III 
who was always and everywhere a fraud (Richard III, I. i. 90–95, I. i. 147–
150; I. iii. 325–340). On the other hand, Macbeth was no fox, which was 
best seen in act II, scene iii when no one believes him (although they do not 
openly tell him so) that he wasn’t involved in the murder of king Duncan.

As a political realist, Machiavelli realized that virtuous rulers some-
times fail, while the vicious persevere. Sometimes evil is necessary (Mach-
iavelli, 2014, p. 73), and Shakespeare comes to the same conclusion and 
has Iago tell Cassio: “[Y]ou are but now cast in his mood, a punishment 
more in policy than in malice” (Othello, II. iii. pp. 269–270). But we ought 
not to be seduced by the notion of virtù and think that Machiavelli knew 
of no more virtues than of that bravery/morale/resolve/readiness for bat-
tle. Still, it is more important to act like a fox and pretend that one has 
them, than to actually possess them. Next to virtù, there are still some 
crucial virtues (Machiavelli, 2014, pp. 85–6). “[A] prince ought to . . . ap-
pear to him who sees and hears him altogether merciful, faithful, humane, 
upright, and religious. There is nothing more necessary to appear to have 
than this last quality” (Machiavelli, 2014, p. 85, our cursive). No one dem-
onstrates that better than Richard III, who is presented as disciplined in 
war, wise in peace, bountiful, virtuous, fair and humble (Richard III, III. 
vii. 16–17), when he says:

But then I sigh; and, with a piece of Scripture,
Tell them that God bids us do good for evil:
And thus I clothe my naked villainy
With old odd ends stoln out of holy writ;
And seem a saint, when most I play the devil. (Richard III, I. iii. 335–339)

2.3. Conspiracies
A hasty ruler, the one who is not careful enough, can become hated, 

and general hatred of the people is the cause number 1 of conspiracies 
(Makijaveli, 2020, p. 10). And “[i]f fortune leads the conspiracy, virtù is an 
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answer to her, and it depends on our virtù whether we will be able to re-
spond effectively or if the response will ultimately be a prelude to our de-
feat.” (Uzelac, in Makijaveli, 2020, p. 165) A ruler puts himself at risk with 
the onslaughts “on a man’s life, his property, or his honour.” (Makijaveli, 
2020, p. 11) For instance, Richard II stole the land of Bolingbroke’s father 
which ultimately led to his demise. If a ruler is to attack someone, Machi-
avelli states, he then ought to extinguish the liniage of the former ruler 
(Machiavelli, 2014, p. 10). Not doing that was the mistake of Macbeth’s 
and Claudius’. Furthermore, Claudius offends Hamlet by marrying his 
mother, his father’s widow, and by calling himself Hamlet’s father (Šekspir, 
2016, pp. 15–9). So Claudius’ demise was only natural.

“Conspiracies are figured out either by uncovering or by guessing.” 
(Makijaveli, 2020, p. 27) That’s why no one believed Macbeth that he had 
no involvement in the murder of Duncan, despite the lack of evidence for 
or against him – that conspiracy was figured out by guessing. “[I]n order 
to ensure that the ruler is not under threat, people should either be treated 
kindly or [he has to] get rid of them” (Makijaveli, 2020, p. 27). To ensure 
that their fathers will not be avenged, Richard III orders the murder of his 
nephews (Richard III, IV. iii. 24–44) and decapitates his subjects left and 
right when he doesn’t like what they’re saying, which should serve as a 
reminder for anyone who would try to conspire against him (Richard III, 
III. v. 46–48).

DUKE OF GLOSTER: Then be your eyes the witness of their evil:
Look how I am bewitcht; behold mine arm
Is, like a blasted sapling, wither’d up:
And this is Edward’s wife, that monstrous witch,
Consorted with that harlot-strumpet Shore,
That by their witchcraft thus have marked me.
LORD HASTINGS: If they have done this thing, my gracious lord, –
DUKE OF GLOSTER: If! thou protector of this damned strumpet,
Talk’st thou to me of ‘ifs’? Thou art a traitor:  –
Off with his head! (Richard III, III. iv. 68–77)

2.4. Irony
When we call someone ironic or sarcastic in our everyday life, we 

usually mean that he says, more or less humorously, and expressed by 
means like intonation or gesticulation (e.g. by rolling his eyes), something 
opposite from what he actually thinks. Yet another kind of irony is also 
present in the works of Machiavelli and Shakespeare. Namely, Machiavel-
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li’s irony usually boils down to the question of his actual political stance. 
Was he a monarchist or a republican? He undoubtedly gives great advice 
for both sides. But it is this overemphasis that can guide us toward the 
answer to the question. Something similar can be found in Shakespeare’s 
plays as well, but there will also be some differences.

Machiavelli wants, first and foremost, the common good. And even 
when the ruler or tyrant himself is virtuous, this common good is unob-
tainable in a monarchy. Because of that, Skinner points out that the only 
way to freedom lies in the republic, a community of free people (Skin-
ner, 1990, p. 141). Viroli states that, according to Machiavelli, someone’s 
status and class should in no way keep him from participating in poli-
tics. On the contrary, politics should be something available to the best 
of the citizens, and not only to the high ranking, gentry and nobles. All 
those who have proven themselves and gained their reputation in public 
office are worthy of political life, and not those who gained it simply by 
being wealthy and born in a certain family. One can, thus, prove himself 
by offering wise counsel and by doing acts that benefit the citizens (Vi-
roli, 1990, pp. 155–6).

But Shakespeare didn’t think highly of the common people. Corio-
lanus shows us people terrified before the battle, but vulturous after it 
(Čavoški, 2019, pp. 297–8), incapable “of doing anything good without the 
right lead” (Čavoški, 2019, p. 298). The people are imprudent, irresponsi-
ble and disunited because of their great individual differences. All of that 
makes them unskilled in politics, fickle and unreliable (Čavoški, 2019, pp. 
298–300). Coriolanus is especially harsh toward plebs:

I muse my mother
Does not approve me further, who was wont
To call them woollen vassals, things created
To buy and sell with groats; to show bare heads
In congregations, to yawn, be still, and wonder,
When one but of my ordinance stood up
To speak of peace or war. (Coriolanus, III. ii. 7–14; Čavoški, 2019, p. 301, 
quoted from
Šekspir, Sabrana dela (Beograd: Službeni list SRJ i Dosije), 
Koriolan, III čin, 2. Scena, 8–14.)

But even in his dislike of the common people, Shakespeare still 
manages to be humorous. As Chavoshki highlights, Shakespeare shows 
the people as morally corrupt and lacking guilt for their own mistakes, 
such as the murder of Cinna the poet, who didn’t conspire against Caesar 
(Čavoški, 2019, pp. 302–3).



226 | Isidora Novaković

CINNA: Truly, my name is Cinna.
FIRST CITIZEN: Tear him to pieces; he’s a conspirator.
CINNA: I am Cinna the poet, I am Cinna the poet.
FOURTH CITIZEN: Tear him for his bad verses, tear him for his bad verses. 
(Julius Caesar, III. iii. 27–30)

All of this leads us to the conclusion that, while Machiavelli was a 
republican, Shakespeare was most probably a monarchist.

3. Conclusion

Although they differ in method, philosophy and literature share some 
common topics, so we can conclude that their goal – understanding – is 
the same. Literature is a thought experiment, and thus has a cognitive 
function. Truth finds its place in literature, at least in the sense that fiction 
takes some elements from the real world, so it can teach us, say, history 
and geography. And if we were to see imagination as the basis for the for-
mulation of hypotheses, we could conclude that literature can inspire us 
to create arguments based on induction, much like sciences do. We can 
also learn the truth from metaphors, which are not only stylistic devices, 
but are also characteristic of philosophy. One of the tasks of literature is 
illumination of our universal principles and concepts through particular 
examples of situations and characters.

Philosophical interest in art was born around the same time as phi-
losophy itself. Aristotle’s definition of tragedy dates from the ancient era, 
but tragedy moved farther away from it later on. This move from Aristo-
tle’s suggestions for a good tragedy can be found in Shakespeare’s plays. 
Despite that, we will find a plethora of philosophical ideas in his works. A 
special attention was given to the comparison of Shakespeare’s ideas with 
the ideas from the political philosophy of Machiavelli.

Hence, the chosen plays also have a political value. That was primari-
ly shown in the comparative analysis of them and Machiavelli’s ideas from 
The Prince and Discourses on Livy. These ideas were sorted by topic so as 
to follow the notions and problems of fortune, virtù, conspiracies, and iro-
ny. Thus, both authors speak of virtue as positive characteristics of a man, 
but also, in a more technical sense, they speak of virtù, i. e. conquering and 
militant bravery and morale. Both of them, however, believe that fortune 
also has a giant impact on one’s rule. Fortune is an unpredictable force 
capable of turning the political situation over. The influence of fortune 
and virtù together is best seen in the examples of conspiracies, which both 
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Machiavelli and Shakespeare especially scrutinize as the greatest threat to 
the ruler. And aside from all of that, both writers are very humorous and 
sharp, although not at all radical, which is indicated by their use of irony. 
Irony in their works can also be interpreted in a strictly political sense 
when we try to discover their own personal stances. The interpretation of 
the nature of men lies in the centre of their political stances and here they 
finally diverge. All of these topics provide us with a framework in which 
we can interpret the words of one more easily through the words of the 
other, primarily Machiavelli’s through Shakespeare’s examples.
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CAN A MONUMENT BE BAD?
NORMATIVITY AND COMMEMORATIVE 

VALUES IN PUBLIC SPACE

Abstract: A monument is usually understood as an entity (sculpture, building, 
landmark...) erected (or recognized) as a sign of memory of a person or event. 
This is applicable regardless of the type of monument we are considering (private, 
public, cultural); what differs is the type of memory (which, in this sense, again 
can be private, public, or cultural). From that basic division, all other divisions of 
monuments into different types are derived (for example, by form, by historical 
period, by social function...). That is why when we talk about monuments, it is al-
ways about memory of someone or something. Hence, the basic value attached to 
monuments is commemorative value. Commemorative value can be understood 
as the content (memory) that is kept in our minds via the monument. Thus, it 
is possible to say: if it has a commemorative value, then it is a monument. Or in 
normative terms, a monument is something that ought to have commemorative 
value. That seems clear and understandable. However, there are many examples, 
some very recent, of monuments being destroyed or removed because of their 
commemorative value. In other words, they were considered unacceptable as 
public monuments precisely because they met their monument “norms”, namely 
to commemorate someone or something. In our time, monuments are most often 
destroyed or removed because they allegedly represented symbols of racism, co-
lonialism, or hegemony. Their commemorative values do not match the current 
social values of the public. But does this mean that the monuments are morally 
problematic? Does that make them “bad”? Thus, in this paper we discuss the re-
lationship between different aspects of the value of monuments, their transforma-
tions over time and ways to recognize their essential commemorative function in 
public space.

Key words: monuments, commemorative values, public, removal and destruc-
tion of monuments.
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Introduction: The rise and fall of monuments

Nineteenth-century artist Horatio Greenough (1802–1852) is occa-
sionally recognized as the first American sculptor (Wright, 1963). Dur-
ing his lifetime, he was best known for two sculptures commissioned by 
United States government. The first one, The Rescue (1837–50), depicts a 
pioneer family rescued from vicious native american (“indian”) attackers, 
meant to “commemorate the dangers and difficulty of peopling our conti-
nent, and which shall also serve as a memorial of the Indian race” (Boime, 
2004, p. 527). The second one was seated figure of George Washington 
(1840), an American Founding Father, ichnographically modeled in the 
monumental form of Olympian Zeus.

Fig. 1. Horatio Greenough’s The Rescue (1837–50) and George Washington (1840)

Both sculptures primarily occupied significant spots in Washington 
D. C.: the first one was located at the entrance to the Capitol building, 
the second one in its Rotunda. Representative motifs displayed in promi-
nent places made them national monuments, but also made Horatio Gree-
nough famous during his lifetime. But the life of a monument is meas-
ured by different standards than the life of a man. In fact, the controversy 
surrounding the George Washington sculpture began immediately after 
its erection. The half-naked body of the first American president was not 
universally approved. It also turned out that the light in the Rotunda was 
not good for this type of sculpture, so it was moved to the lawn in front of 
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the Capitol. Nevertheless, dissatisfaction with the appearance of the sculp-
ture continued, so in the beginning of the twentieth century the sculpture 
was moved to the Smithsonian Institution Building. In the second half of 
the same century it finally settled in a quiet second floor in The National 
Museum of American History in Washington D.C. But The Rescue had a 
much more dramatic fate. In 1939, there was discussion in the U.S. House 
of Representatives on the “joint resolution to remove a monument now 
standing at the right of the east entrance to the National Capitol, repre-
senting the American Indian”. One of the speakers even recommended 
that The Rescue should be “... ground into dust, and scattered to the four 
winds, that no more remembrance may be perpetuated of our barbaric 
past, and that it may not be a constant reminder to our American Indian 
citizens ...” (Fryd, 1987, p. 17). It did not happen, but the sculpture was 
finally removed in 1958. That was not the end: in 1976, while moving 
it to a new Smithsonian storage a crane accidentally dropped The Res-
cue, reducing it to several fragments (Fryd, 1987, p. 17). Thus, two (once 
very respectable) monuments designed by Greenough, the first American 
sculptor, and commissioned by a patron of the highest status (the United 
States government), today are out of the focus of the public, placed in the 
shadows of the museum display or in the deep darkness of storage units. 
Were they that bad?

What is a monument?

The illustration we started with is not unknown or rare in the his-
tory and culture of monuments. There are countless example of removal or 
demolition, whether it is a Christian break with pagan heritage, the icono-
clasm of the French Revolution, or the reckoning of Eastern Europe with 
bronze or stone giants from the era of the Soviet Union (Nelson, R. S. & 
Olin, 2004). In the domain of the contemporary global culture of monu-
ments, the first quarter of the twenty-first century was marked by the spe-
cific phenomenon of removing landmarks that after decades, sometimes 
even centuries, are now recognized as undesirable (Shahvisi, 2021, pp. 453–
468). They became “bad”, often due to their racist or colonialist background 
and thus invite discussions about their ethics (Demetriou & Wingo, 2018, 
pp. 341–355). Sometimes, as in the case of Greenough’s aforementioned 
sculpture of George Washington, there are also aesthetic disagreements 
(Lehtinen, 2019, pp. 30–38). But are these ethical and aesthetic norms, 
as important and socially relevant as they may be, actually what defines 
the vital idea of a monument and its public connotation? Thus, maybe we 
should start with the first and basic question: what is a monument?
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A monument is usually understood as a sculpture, building or land-
mark erected in memory of a person or event. The more considerate ones 
would agree, but would also add “erected or preserved in memory of...”. In 
the first case, for example, we are talking about monuments like The Lin-
coln Memorial in Washington, D.C., while in the second case we are talking 
about the remains of the Berlin Wall (which were not erected as a mon-
ument, but were preserved to be one). The first are most often called in-
tentional, the second non-intentional monuments. However, the most one 
careful would perhaps replace “erected or preserved” with a word that unites 
them, but also essentially complements them. That word is recognition (cf. 
Riegl, 1903/1982; Young, 2003, pp. 234–247). Because, we can ask ourselves, 
is it significant (in the context of culture of monuments) that something 
was erected or preserved if it is not recognized as a sign of memory of a 
person or an event? So, to begin with, here are two key terms: memory and 
recognition. We can notice that in contrast to the physical constitution of 
the monument (most often it is built with the idea that it should last “sub 
specie aeternitatis”), memory and recognition give the impression of “fragil-
ity”. This dualism is the basis of the dynamics of the culture of monuments.

The result of the blend of recognition and memory, that special capacity 
that makes a monument a monument, we usually call commemorativeness. 
If we were to play with words, we could translate the term commemorative-
ness (from Latin, of course) literally as “call to remembrance”. The values 
derived from that capacity are commemorative values (Riegl, 1903/1982; 
Harrer, 2017, p. 31). In a few quick words, commemorativeness would be 
the recognized as the content (memory) that is kept in the minds via the 
physical reality of a monument, while commemorative values represent the 
current aspect of the commemorative property. To summarize: a monument 
is a physical structure that has the property of commemoration; commemo-
rativeness is a permanent property of a monument; commemorative values 
during the lifetime of the monument are variable. For example, a memorial 
dedicated to an army general can at one moment be a monument to a lib-
erator, at another a monument to a conqueror.

Fig. 2. Three aspects of commemorativeness
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Generally speaking, through the blend of recognition and memory, 
commemorative values can be defined in three ways: private, public and 
cultural (cf. Dewey, 2005, p. 24; Assmann, 2011, pp. 15–27). It seems that 
every monument always has these three aspects, and what differs is their 
mutual relationship (Popadić, 2023, pp. 257–258). For example, the tomb-
stone we erect for a deceased family member is most certainly a private 
monument, or rather a dominantly private monument. Because, most of-
ten (except on very rare exceptional occasions), tombstones are erected 
in cemeteries, and cemeteries are public spaces and a certain community 
(family, relatives, friends), therefore part of the public, usually participates 
in the commemoration. The shape of a tombstone and the material from 
which it is built are also an expression of the cultural patterns of a certain 
community. Sometimes they are standardized, “pre-designed”, so that all 
monuments in the cemetery are uniform. A public monument was initially 
intended directly for the public and was erected in a public space. It can 
be initiated by a private person, but it is generally raised in the name of a 
community (local, national, state...) for the purpose of public commemo-
ration. However, in addition to these dominant characteristics, it becomes 
a part of people’s everyday life or part of their private lives. For example, 
if we pass a public monument on our way from home to work and back 
every day, it can hardly be considered a commemorative ritual related to 
the public function of the monument, and it will undoubtedly create a 
certain private commemorative content. It will become “our” place and 
“our” monument, no matter how much it is in public space. Like private 
monuments, public monuments are always an expression of cultural pat-
terns. Finally, public monuments are often understood immediately after 
their construction as cultural monuments, although they become such 
only through the administrative process of establishing cultural values. In 
other words, a cultural monument is a “title” determined by officially au-
thorized acts, which a monument acquires after a formally prescribed pro-
cedure. Let us note that here the adjective cultural means the confirmation 
of the institutional-administrative apparatus of a certain community and 
puts monuments in the corpus of formally identified cultural (or natural) 
heritage (the decision on the recognition of cultural monuments is made 
by a representative body depending on the importance of the monument, 
e. g. an institute for the protection of monuments, a parliament, a gov-
ernment...). Cultural monuments are therefore always public monuments, 
and in the same way as “ordinary” public monuments, they also have their 
own private aspect. Perhaps one clarification should be made here: not all 
monuments are “cultural monuments” in the formal sense, but all monu-
ments are an expression of culture. That is why, whenever we talk about 
monuments and their commemorativeness, we always talk about the in-
tertwining of those three aspects: private, public and cultural.
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The Good and the Bad: A short comparison of two 
Belgrade monuments

If we would like to summarize the previously stated in normative 
terms, we could say a monument is something that ought to have commem-
orative value. That seems clear and understandable. However, there are 
many examples, some very recent, of monuments being destroyed or re-
moved because of their commemorative value. In other words, they were 
considered unacceptable as public monuments precisely because they met 
a “monument norm”, namely to “call to remembrance” someone or some-
thing. In our time, monuments are most often destroyed or removed be-
cause they are recognized as symbols of racism, colonialism, or hegemony. 
Their commemorative values do not match the current public values. But 
does this mean that the monuments are morally problematic? Does that 
make them “bad”? Are we confusing commemorative value with celebra-
tion or glorification? Do we blame monuments for human faults? After all, 
monuments cannot be “racist” or “colonialist”; people can. Monuments do 
what they are supposed to do – they commemorate. Paradoxically, aside 
from the affirmative commemorative rituals, it is by removing monuments 
that their true (“monumental”) nature is confirmed. This means that they 
were removed purposely because they were “good” monuments, that is, 
they performed their commemorative function. If it they did not, it would 
be only removal of a pile of stones, metal, or concrete, and that would 
have no public purpose or importance other than clearing the ground. 
However, blocking that “call to remembrance” it is often justified by ethi-
cal or aesthetic reasons.

Fig. 3. Three aspects of the value of monuments

We will use two examples in an attempt to explain this combination 
of commemorative, aesthetic and ethical values. In both cases, we are talk-
ing about monuments in Belgrade, the capital of the Republic of Serbia, 
but with very different current statuses. These two monuments are: Po-
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bednik / ‘The Victor’, casted in 1913 and erected in 1928, and the monu-
ment to Stefan Nemanja erected in 2021 (basic references about these two 
monuments: Vučetić-Mladenović, 1999, pp. 110–123; Makuljević, 2022, 
pp. 212–237). The first one is likely to be the most recognizable monu-
ment in the city and often serves as an unofficial symbol of Belgrade. The 
second, almost a century younger, is a frequent subject of public polemics 
about the current culture of monuments in Serbia. In other words, today 
the first (despite its not so glorious beginnings) is often seen as an exam-
ple of a “good”, the second of a “bad” monument. Well, let us see what this 
is all about.

Fig. 4. Two Belgrade monuments: ’The Victor’ and Monument to Stefan Nemanja

For almost a century ‘The Victor’ has stood on the plateau of the Up-
per Town of the Belgrade Fortress. It was designed by the sculptor Ivan 
Meštrović: a standing bronze male figure in the nude with symbols of 
peace and war (a falcon in the left hand and a lowered sword in the right), 
commemorating Serbia’s victory over the Ottoman and Austro-Hungarian 
empires during the Balkan Wars and the First World War. Architect Petar 
Bajalović, who designed the pedestal (a transposed version of the Doric 
column) is also accountable for monument’s adequate spatial arrange-
ment. The total height of the monument is 14 meters, but the impression 
of significantly larger dimensions was created with the help of its posi-
tion at the high terrace of the Belgrade fortress (above the confluence of 
the Sava River and the Danube River) and its visibility. The stylized but 
understandable expression of the figure, clear commemorative content, 
spatial accessibility and visibility from afar (which results in an iconic sil-
houette), make this monument recognizable and effective.
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Fig. 5. ‘The Victor’ and Monument to Stefan Nemanja: comparative analysis of 
visual and spatial characteristics

The monument to Stefan Nemanja is located on Sava Square, one of the 
central squares of Belgrade in the immediate vicinity of the Belgrade Wa-
terfront (a project that completely changed this area of the city in a style of 
brutal and arrogant investor urbanism). The monument is the work of the 
Russian sculptor Alexander Rukavishnikov and is dedicated to the medieval 
ruler of Serbia, Stefan Nemanja (c. 1113–1199), the founder of the Nemanjić 
dynasty (who ruled between 1166 and 1371). The monument has a very 
complex pedestal: on the scepter of Saint Sava (the first Serbian archbishop 
and the youngest son of Stefan Nemanja), there is a broken Byzantine hel-
met; on the inside of the helmet are scenes from the life of Stefan Nemanja. 
On the pedestal is a figural representation of Stefan Nemanja, who holds 
a raised sword in his right hand and in the left the Hilandar Charter (the 
founding charter of the Hilandar monastery, important for the establish-
ment of the Serbian Orthodox Church and the main endowment of Stefan 
Nemanja and Saint Sava). The total height of the monument is slightly more 
than 23 meters. The monument was placed at the bottom of the River Sava 
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slope in a very specific urban environment. In consequence, the monument, 
which has the height of an eight-story building, remains very difficult to see 
and it is almost invisible except from the immediate surroundings. Only the 
side views of the monument can be seen to some extent without obstruc-
tion. But we see a slightly bent figure in contrast to the authoritative attitude 
visible from the close-up foreground. However, from close-up, a spectator 
is puzzled by the pedestal that visually and narratively competes with the 
figure instead of highlighting it. Thus, an observer, either from close-up or 
from afar, gets, to say the least, confused, if not disorientated about the com-
memorativeness of this landmark.

Compared to the monument to Stefan Nemanja, ‘The Victor’ seems 
as a textbook example how a monument should look like and how should 
be placed. Although ten meters smaller (for the height of a two-story 
building) ‘The Victor’ seems more monumental, while the memorial to 
Stefan Nemanja, despite its “monumental” dimensions, is suffocated by 
the dissonance of its own symbolism, by eternal jams of the city traffic 
and by the conflict of the miscellaneous layers of the urban matrix. But are 
we overlooking something?

How to live with monuments?

We have already mentioned that ‘The Victor’ is almost a century 
older. Before it was erected at the Upper Town of the Belgrade Fortress, 
the monument had a whole prehistory that caused public controversies. 
But, leaving that aside, even when it was placed in its current position, 
it was not without criticism. In 1933, Miodrag Grbić, a prominent inter-
war archaeologist and curator of the National Museum in Belgrade, wrote: 
“[‘The Victor’] is mercilessly swallowed by the Upper Town and it admi-
rably affects only the observer from the side, without connection to the 
city. This is not about the quality of the monument, but about the quality 
of the place where it is located. It must retreat from the corner of the city 
to the place where it will dominate” (Grbić, 1933, p. 286). What is this 
about? How is it possible that one of the important advantages of the po-
sitioning of this monument was not recognized at the time? The answer 
is more than simple. In the early thirties of the twentieth century, the dy-
namics of the city of Belgrade were completely different. The left bank of 
the Sava River was entirely undeveloped. Meanwhile, just a few decades 
later, new prospects (urbanistic, political and cultural) opened up, primar-
ily with the expansion of New Belgrade (a new administrative center, but 
also with an immense residential neighborhoods) on the left bank of the 
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River Sava. Now ‘The Victor’ was seen not only by visitors of the Belgrade 
Fortress, but by tens of thousands of citizens who every day migrated 
from the left to the right bank of the River Sava and vice versa. In 1958, 
‘The Victor’ even appeared on the first title card of the newly founded 
TV Belgrade, the first television broadcaster in the country, thus soon to 
become a trademark seen daily by millions of viewers. It was no longer “in 
the corner of the city”, but in the center of the urban and media landscape. 
The aesthetic qualities of the monument, as well as the universally under-
standable theme of victory, unequivocally contributed to that recognition.

Can the monument to Stefan Nemanja hope for the same fate? It is 
always difficult to predict and it is also beyond the competence of this pa-
per. What could be said is that in this case challenges (a convenient word 
to avoid the word “problem”) are much higher: the monument to Stefan 
Nemanja is literally in a depression (in terms of urban morphology), and 
in addition, its iconography requires concentration that goes beyond the 
average observer (it is necessary to perceive three visual elements – a 
helmet, a scepter and a human figure – in three different proportional 
scales at the same time). But even with all those flaws, it is not without 
commemorative value. It seems that this depressed monument testifies 
so clearly and directly about our confusion on values of the past in the 
present times, about the replacement of the idea of historical meaning by 
mere material grandeur, about the substitution of eloquence by the accu-
mulation of content, about the swap of cultural and national development 
by political authoritarianism... It may not be the best memorial to Stefan 
Nemanja, but it seems an appropriate monument for Serbia in the first 
quarter of the twenty-first century. But, above all, it is there, in the city 
center and, by all odds, we will have to learn to live with it.

If we have to find a way to live with monuments, how can we rec-
oncile their commemorativeness with the values we consider acceptable 
today? Here are some examples. In Tübingen, in Germany, there is monu-
ment dedicated to Friedrich Silcher (1789–1860), a German composer 
whose works were infused with local folklore, and who reached the zenith 
of his creativity precisely in Tübingen, where he died. Celebrating folk 
musical motifs and composing works inspired by patriotism, he gained 
the status of a recognizable national bard in the spirit of the romantic cul-
ture of the first half of the nineteenth century. Almost a century later, his 
patriotism and creative expression were recognized by the ruling Nazi ide-
ology as a predecessor of their own principles. Designed in 1939, Silcher’s 
monument was finally errected in 1941. It is a bulky, almost six-meter 
stone block, from which emerges the composer’s figure engrossed in work, 
and a family, a woman, a man and a child – illustrations of motifs from 
Silcher’s works – but in the recognizable National Socialist iconography. 
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In the period after the Second World War and the military collapse of 
the National Socialist ideology, despite the law that ordered the removal 
of symbols that bore the recognizable characteristics of that period, the 
monument to Silcher was not removed. Was it the cultivation of the Nazi 
spirit or Silcher’s work? Controversies continued and continue. Thus, at 
the beginning of 2020, the art collective Neue Dringlichkeit and the resi-
dents of Tübingen had an action in which they installed an interpretive 
panel with the aim of changing the dedication of the monument. The new 
one read: “a monument against the appropriation of art by racist and na-
tionalist forces.” In other words, they decided to snatch it from the jaws of 
destructive ideology and appropriate it (Silcher Monument, [S.d.]).

Here is another example. When in April 2015 Ukraine adopted a pack-
age of laws requiring, among other things, the removal of communist mon-
uments, the statue of Lenin in Odessa, located in an old factory yard on 
the outskirts of the city, avoided such a fate. Local artist Oleksandar Mi-
lov “encased” it in a new titanium costume, creating what is said to be the 
world’s first monument to Darth Vader, the fictional hero from the “Star 
Wars” movies. The posture of the existing feature was fully utilized and 
Lenin’s long coat became Darth Vader’s swirling cloak, a lightsaber fit into a 
clenched fist, and helmet covered the statute’s face. The statue of Lenin has 
no doubt been removed from view, but it is also preserved under the cos-
tume of the anti-hero of global popular culture (Macdonald, 2015).

Fig. 6. Monument to Friedrich Silcher (Tübingen, Germany), Monument to Darth 
Vader (Odessa, Ukraine) and Monument to Matija Gubec (Krško, Slovenia)

In 1973, during the socialist period of former Yugoslavia, in Krško, 
Slovenia, a monument was erected to Matija Gubec, a well-known leader 
of the Croatian–Slovene Peasant Revolt of 1573. In the modern era, Gubec 
was celebrated as a national hero, but in the socialist period he would 
also be a symbol of all the oppressed classes through history that finally, 
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after the communist revolution and with the help of the inevitable logic 
of dialectical materialism, freed themselves. Nevertheless, the end of the 
socialist era and the new age of global capitalism brought oblivion to for-
mer heroes, as well as to oppressed classes. But citizens of Krško did not 
give up their monument. The monument was recognized as “theirs” by the 
supporters of the local football club. Often, before a match, the figure (sig-
nificantly larger than life size) is dressed in the jersey of local team or the 
Slovenian national team, depending on who is playing. The monument 
and the square become the gathering place, a symbolic rallying point from 
where fans go to the stadium. The monument again became a leader, but 
this time a leader of football supporters (Posavski obzornik, 2010).

Conclusion: A circle of commemorativeness

If we delve a little deeper into the previous examples, we can notice 
that they are intertwined with the aspects of the appearance of monu-
ments that we talked about in the first part of the paper: private, public, 
cultural, aesthetic, ethical and of course commemorative. All these aspects 
are part of one normative chain, which in the context of culture of monu-
ments we can call a circle of commemorativeness.

Fig. 7. A circle of commemorativeness

There is no doubt that monuments are created to manipulate memo-
ry. Although the word manipulation means “to treat or operate with or as 
if with the hands” (for example, I’m manipulating the computer as I write 
this), much more often we use the word in a connotation that assumes 
certain “ulterior motives”, like abuse, deception and similar shenanigans. 
It is the same with monuments. By erecting a monument, someone use 
their position of power to impose certain representations of the past on 
the public. But, as we said at the beginning, commemorativeness is condi-
tioned by recognition. Recognition is the moment of connecting the monu-
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ment with our view of the world. And our view of the world may or may 
not coincide with the intention of the one who erected the monument. 
This is what sets the circle of commemorativeness in motion. It is the 
wheel that has upturned the fate of the Horatio Greenough’s monuments 
(which we met at the very beginning) and many others.

When we talk about the merging of the mentioned aspects of com-
memorativness (private, public, cultural, aesthetic, ethical), it means that 
we accept monuments in all their complexity, as an expression of high 
(representative) culture, but also as a phenomenon present in everyday 
life (one that is unburdened with ideas of “eternity” and takes care of im-
mediate needs). The “call to remembrance” sent to us by the monuments 
cannot be authoritatively normed (even though it seems so at the moment 
of erection) and is necessarily received in the context of current public 
norms (Petovar, 2022, pp. 58–59). Although it looks like a symbol of the 
power of the one who raises the monument, the monument is actually 
an expression of the public’s power to deal with wanted and unwanted 
memories. As an experienced connoisseur of monuments, the Croatian 
art historian, Ivo Babić says: “In the very concept of a monument, regard-
less of its debatable and diffuse scope, the concept of duration, warning, 
will and speech that will not be silenced is embedded; the concept of sur-
vival, personal, group, human in general. A monument opposes entropy, 
defies time. Its essence is transcendent, if not transcendental. By question-
ing the essence of a monument, we also question the essence of a human 
being” (Babić, 1988, p. 707). In other words, (“essentially”) whenever we 
talk about monuments, we are actually talking about human beings.

Thus, understanding the circle of commemorativeness can help us to 
learn to live with monuments we “disagree” with, not because they glorify 
unwanted ideas, but because they remind us of our own weaknesses and 
delusions. By fulfilling their function and thus reminding us of the dark side 
of human nature, monuments (which we imprudently accuse of praising 
unacceptable values) actually allow us a better understanding of the human 
condition. Hence, in the end, we have to ask ourselves: do “bad” monu-
ments make “better” people? If so, how can these monuments be “bad”?
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WHEN IS ART INTERACTIVE?

Abstract: The contemporary Bulgarian art scene is dominated by the parlance of 
artistic interactivity, whose main goal is seen in overcoming and replacing tra-
ditional modes of dealing with art, which consist mainly in its passive (visual) 
contemplation. The paper combines an analysis of the term “interactive art” with 
a critical reconstruction of the opposition between the eye and the body, which 
seems to rest on an incorrect understanding of the historical tradition of Western 
art as well as on a dubious transfer of a dispute from philosophical metaphysics 
into the domain of art theory. The conclusion is that in the case of traditional 
art, in the sense in which contemporary Bulgarian authors understand the latter, 
there has never been a principled impossibility for the audience to transcend the 
passive role of the observer. Moreover, interactivity has to be defined much nar-
rower in order to make sense as an autonomous artistic category. The paper ends 
with a reflection on how history of ideas and philosophy can complement each 
other when conceptual issues of the kind exemplified by the speaking of “interac-
tive art” are at stake.

Keywords: interactive art, art for contemplation, Western European artistic tra-
dition.

In this paper, I would like to take a position that is situated between 
the disciplines of the history of ideas and philosophy. I hereby pursue the 
following goals:

1. To present certain trends that have crystallized in recent years 
both in Bulgarian art and in the debates that are taking place in Bulgaria 
regarding the place, role and functions of contemporary art. To summa-
rize, one main interest of the artists and the audience is oriented toward a 
greater role of the interactivity between audience and artwork.

2. To critically reconsider some basic theoretical premises related to 
the term “interactive art”, which in recent years has become established in 
Bulgaria and is being instrumentalized among other things for the pur-
pose of conceptualizing contemporary aesthetic and artistic trends.
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3. To try to draw some generalizations about the way we should think 
about the interaction between artistic practices and the accompanying 
theoretical reflection; the two are not the same and should not be identi-
fied accordingly.

In the contemporary debates on the question of the direction in 
which Bulgarian art should develop, so that it exceeds the limitations of 
the national tradition, a major role is played by the opposition between art 
intended for visual perception and, accordingly, for contemplation, and 
art where the author and/or the viewer’s body plays a major role, being 
drawn into various actions, thus erasing the boundary between a work of 
art and its audience. An example can be given with the theoretical work of 
the contemporary Bulgarian artist Venelin Shurelov (Венелин Шурелов), 
who discusses the need for art to focus on problems and issues that are 
relevant to the problems of contemporary society (Shurelov, 2020, p. 8). 
Shurelov of course does not speak as a philosopher, but as an artist con-
ceptualizing his own artistic activity. Nevertheless his example is signifi-
cant, given that in the quoted text the so-called interactive art is contrast-
ed with the traditional one, in which the artwork functions as an object 
and is even fetishized (ibid.). I believe that the quoted article expresses a 
way of thinking that has informally dominated the contemporary Bulgar-
ian debate on the visual arts in the recent years.

In this case we are talking about the processes that take place in a 
particular artistic tradition, but I think that careful analysis is able to re-
veal something about the proper ways of conceptualizing emerging art 
forms per se. So I will critically trace the genesis of said opposition and try 
to answer the question of how adequate it is and how much the term “in-
teractive art” itself, understood in the given specific way, is able to become 
an artistic category, with the help of which we can give thought to various 
phenomena and trends from the contemporary world of art.

From the point of view of the history of ideas, it is obvious to me 
that the contrast between looking (and thus the eye, i.e. visual percep-
tion) and the body, in its capacity as a direct participant in the processes 
of the world, sounds very close to a common conception of the history of 
Western philosophy that contrasts Martin Heidegger with the intellectual 
tradition that preceded him. To put it in the most simplistic terms, the 
thesis states that traditional Western, Cartesian metaphysics postulates the 
existence of two substances – matter and soul – and therefore believes in 
the objective and ahistorical knowability of the world by the sciences. In 
contrast, Heidegger’s critique of metaphysics overcomes the subject-object 
divide, declaring untenable the claim that the self constitutes a kind of 
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tabula rasa, which discovers the external world only in its encounter with 
it. Subject and world are intrinsically linked; any attempt to take an abso-
lute viewpoint “from nowhere” is doomed to failure.

The details of Heidegger’s critique of Cartesian dualism are well 
known – a useful reconstruction of it is to be found on the Stanford En-
cyclopedia of Philosophy website (Wheeler, 2020), where, among other 
things, a special article dedicated to the specifics of Heidegger’s aesthetics 
is available (Thomson, 2019). At this point, I am unable to go into detail 
about the German philosopher’s conception of art and his claim that art-
works reflect on the cultural and axiological “picture” of a given social 
community at a particular moment in history, which is at least arguable 
as to its ability to capture some basic intuitions of the interested artworld 
public. In any case, Heidegger makes use of the opposition between the 
work of art, which we perceive as an entity separate from other social and 
cultural practices, converting it thus into an object of aesthetic perception, 
and true art (ibid., see Section 2.2. “Heideggers Critique of the Aesthetic 
Approach”). I do not claim that every contemporary Bulgarian author 
and critic does refer explicitly to these specific theories, but I am of the 
opinion that attempts to break with a – real or imaginary – tradition of 
alienating the viewer from the artwork should be thought of in the light 
of the various intellectual fashions that have dominated our artistic and 
academic community since 1990. A major part in the course of this pro-
cess has been played by the reception of Martin Heidegger’s philosophical 
project of overturning the subject-object dualism.

As a next step I will go straight to some critical remarks that are rel-
evant when attempting to transfer said philosophical dispute to the realm 
of art. First, here we are dealing with a discussion that, as is usually the case 
in philosophy, is far from reaching its final resolution (which perhaps will 
never happen anyway). At the risk of further oversimplifying the exposi-
tion, I will say that in today’s philosophy of mind the so-called dualism re-
mains one of the possible options with respect to the mind-body-problem 
and it has its supporters. The German philosopher Holm Tetens, for exam-
ple, discussing the peculiarities of philosophical argumentation in his book 
of the same name, ranks linguistic dualism among several other options for 
the treatment of the philosophical problem in question – eliminative ma-
terialism, functionalism, etc. (Tetens, 2004, p. 274). The conclusion is that 
unlike the development of the other sciences, where the new encompasses 
but also elaborates on what has been reached so far for the understanding 
of a given slice of reality, in the case of philosophical metaphysics it cannot 
be said that a given account can undo what another aims to achieve. For 
better or worse, philosophical knowledge progresses in a completely differ-
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ent way than scientific knowledge: over time, different positions and theo-
ries become more and more precise, able to more fully “map” the concep-
tual interdependencies that make up our thinking. However, the fact that 
theoretical reflection always remains underdetermined by empirical data 
means that it is difficult to arrive at a unified and definitive philosophi-
cal vision of the world. Like advances in chess, knowledge of the different 
types of positions in the game is increasingly refined, with no universal 
algorithm devised that leads to victory every time. This issue is very con-
vincingly dealt with in Pigliucci (2016), where the specific differences be-
tween natural science and philosophy are elaborated in detail.

To repeat, for me the important question is what justifies the trans-
fer of philosophical problems into the sphere of art? If we assume that in 
the place of “art for contemplation” should come “interactive art”, then 
the analogy with philosophical debate is fundamentally inadequate, since 
there, as we have seen, progress does not consist in replacing one system 
unconditionally with another.

Second, it is fundamentally questionable to what extent looking, i.e. 
the visual perception of fine art, not only has its origins in, but in some 
way reflects the claims of Cartesian metaphysics. As is very well known, 
the viewer’s gaze within the art world is never innocent, and this is prob-
ably even true of those examples of “first” art that have played such an 
important role in a number of theoretical debates in the second half of the 
twentieth century, such as the one about the definition of the term “art”. 
We do not need to resort to elaborate theories to convince ourselves of 
the truth of the claim that, as a cultural practice, visual arts emerged long 
before Descartes and his metaphysical convictions. Even if we assume that 
the French philosopher was fatally mistaken in his aesthetic views (though 
I am not aware that he has ever spoken on this point), this would tell us 
something only about the quality of his theory and is far from proving that 
he influenced thinking about art in Europe over the last four centuries. In 
principle, it does not sound very convincing to assume that Descartes has 
almost single-handedly somehow succeeded in steering the development 
of art in a direction that should be overcome today. Neither a theoretical 
analysis of the ways in which we learn and use the concept of art nor em-
pirical data are compatible with generalizations of this kind.

A further major problem in this case is the fact that the visual percep-
tion of art is only thought of as a cultural phenomenon, not a biological 
one. In contemporary philosophy, there are numerous attempts to apply 
the knowledge and discoveries of the natural sciences, especially cognitive 
science, to the arts. The processing of visual information by the eye and 
the brain, respectively, is being studied, and empirically detectable reac-
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tions of the human organism in its interaction with art are being sought. 
These problems have been presented recently in a concise and accessible 
way in the section on “art and science” in Noel Carroll’s and Jonathan Gil-
more’s volume on the philosophy of fine art and sculpture (see quotation 
below), where light is shed on various debates that deal with the relation-
ship between the visual arts and the findings of neuroscience. Attempts 
to reduce art, and therefore culture, to processes occurring at a biological 
level in the human brain can certainly be seriously criticized – something 
similar is done, for example, by David Davies who, when discussing the 
relationship between empirical data and philosophical reflection, claims, 
that “[...] the principal philosophical task is to arrive at a codification of 
the practices thereby evidenced” (Davies, 2018, p. 74). I agree that the 
goals of philosophical analysis are fundamentally different from those of 
empirical science, but this is not the important point here. I would like 
to emphasize that the reasons for conceptualizing visual perception ex-
clusively in terms of its real – or imagined – susceptibility to ideologi-
cal constructs are far from clear. Such a perspective is highly simplistic 
and one-sided; the natural sciences offer a very different interpretation of 
the phenomenon, with which, regardless of any stipulations and remarks, 
modern theory should comply.

Adopting a more general perspective, it is necessary to ask whether, 
in the history of art, one can speak at all of the abolition of the old by 
the new. Is it not more adequate to assume that as a result of extremely 
complex processes of a cultural, aesthetic and intellectual nature, the his-
torical development here is expressed in the displacement/marginalization 
of some artistic and aesthetic norms and expectations (“paradigms”) by 
others? As in philosophy, so in art, there are developments and accumula-
tions: it is obvious that we are not in a position to “rewind the tape” at will, 
resurrecting in all its peculiarities, for example, the age of Mannerism. Ul-
timately, however, nowadays happenings and paintings exist as co-equal 
artistic phenomena, rather than being situated in a diachronic, much less 
teleologically organized, line of historical progress. Different artistic forms 
are no doubt capable of realizing a variety of purposes, but experience 
shows that expanding the repertoire of possibilities for relating to other 
spheres of life does not put an end to the tradition that has already been 
formed and continues to exist.

From the point of view not only of the direct participants in the pro-
cesses in the modern world of art, but also of the interested (i.e. profession-
al) public, it is necessary and also valuable to have both art for viewing and 
art in which the viewer – in whatever form – can participate. For quite a 
few representatives of contemporary Bulgarian art, whether they are artists, 
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critics or theorists, the latter is more important than the former (see Shure-
lov’s article quoted above). In agreement with what I have just said, howev-
er, I am of the opinion that the real progress lies not in moving entirely into 
the paradigm of interactive art, but in enriching the existing aesthetic land-
scape with it. According to Jerrold Levinson’s article (Levinson, 2017) it is 
exactly at this point that the positions of the artist and the “aesthete” differ 
in a fundamental way. Levinson’s analysis reminds us of the important fact 
that the various inhabitants of the art world pursue their own interests, 
which do not always overlap (ibid., p. 483) – an interested observer may 
welcome a diversification of the artistic forms in a given cultural context, 
ignoring the practicing artist’s perspective, which usually tends to remain 
exclusive and shaped by a “tunnel vision” (ibid., p. 482).

The sociological observations made so far should be supplemented 
by a conceptual analysis, to which I intend to devote myself in the re-
maining part of this text. As is well known from the work of Dominic 
McIver Lopes, the very term “interactive art” is quite problematic. Taken 
too broadly, interactivity loses its sharpness and ceases to do philosophi-
cal work (Lopes, 2001, p. 67), because ultimately every engagement with 
a work of art is in some way interactive – the reading and interpretation 
of a novel, for example, in which the reader’s body obviously plays a very 
minimal role, requires a cognitive effort, the activation of the imagination 
and so forth, so here we are already justified to talk about a manifestation 
of activity on the part or the audience. Lopes therefore proposes a much 
narrower definition of the term (Lopes, 2010, p. 37), generally defining as 
interactive the audience-induced change in the structure of the work’s so-
called vehicle (be it a narrative, a visual image, a musical structure, etc.). 
Further distinctions follow, e.g. between “strong” and “weak” interactivity, 
the differences between which are explained by using analogies drawn not 
least from the field of computer (role-playing) games. A similar account 
of interactive art is offered by Shelby Moser in the volume by Carroll/
Gilmore already mentioned. In contrast to Lopes, she uses the terms “dig-
ital” and “interactive” synonymously (Moser, 2023, p. 52), directing her 
efforts again towards the formulation of criteria with the help of which 
artistic interactivity can become an operative category which could be im-
plemented in our commerce with art. Without going into details, I would 
like to stress that both authors speak of interactivity in terms of the modi-
fication of the medium of the artwork, but not the effect this process has 
on the physical state of the viewer (i.e. the interactor). Provoking a bodily 
reaction on the side of the audience can certainly be an element of the 
overall conception of the particular work, but obviously does play a minor 
role in the philosophical analysis of the notion of artistic interactivity.
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For my purposes, it is important to reiterate that I do not deny the 
existence of art in which the audience is somehow involved and invited 
to participate directly, nor that I doubt the value and meaning of such 
art. On the contrary, it may very well turn out that an artwork, which the 
viewer does not just look at (that is, contemplate it, as René Descartes 
probably would have done...), but does something, plays a very important 
role in making sense of a number of cultural, political and social processes 
taking place in the contemporary world. But the important question from 
a philosophical point of view is whether interactive art understood in this 
specific sense can be conceptualized as a separate category.

Let us return to the notion of the “body”, which obviously plays a 
major role in the postmodern thinking, being opposed to the non-partic-
ipating eye of the adherent of traditional metaphysics. In the analysis of 
the term “interactive”, as it is used in contemporary Bulgarian discourse, 
it remains fundamentally unclear whether the body – be it the body of 
the author or that of the spectator – is thought of as the subject of the 
respective work or as a factor in the appreciation of the latter. We would 
hardly find anyone who would dispute the claim that there are masses of 
varieties of art forms and practices, both pre and post Descartes, in which 
the spectator becomes a participant on a corporeal level. Dance is just one 
example, but the same is true in cases where the artwork is part of a rit-
ual – e.g. the worship of icons in an Orthodox church, processions with 
icons, etc. The active role of the audience is a necessary element of some 
artistic traditions, but not of art in general. Bulgarian contemporary art, 
for example, discovered the body in various manifestations since the early 
1990s, in which a major role has being played precisely by the question-
ing of the norms and conventions of the socialist period, in which art was 
understood as the traditional forms of painting, sculpture, etc. Of course, 
such trends and their significance cannot be explored without taking into 
account the historical and cultural context of their emergence and devel-
opment, and here one cannot help but acknowledge that the socialization 
of the body for aesthetic purposes is an important moment in the course 
of the synchronization of Bulgarian art with the cosmopolitan tendencies 
(see Zankov 2019). But such observations are of a historical/empirical na-
ture and do not help us much in our search for the conditions for the 
adequate use of the term “interactive art”.

Either way, if we shift the historical gaze from these particular exam-
ples towards those artistic periods and phenomena that do not belong to 
the context of “high” art, we find that there has never been a monolithic 
tradition requiring the viewer to passively contemplate art. Moreover, it 
is obviously an incorrect historical generalization that only modern art 
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forms have thought to make the spectator a participant. We arrive at the 
problem that has preoccupied more than a few philosophers of art from 
the second half of the last century onwards, which consists in the obser-
vation that neither conceptually nor in purely empirical terms should the 
world of art be thought of as obeying universal rules that apply once and 
for all and everywhere.

Finally I will present one more remark, which may sound trivial, but 
seems to me quite important in this case. If we proceed from the assump-
tion that there are interactive tendencies in contemporary art, taking Hei-
degger’s critique of Western metaphysics, then one of the conditions for 
defining the phenomenon as an autonomous artistic and aesthetic catego-
ry is postulating in the audience an explicit awareness of the philosophical 
debate in question and of its particularities. It seems to me, however, that 
in actual practice one is unlikely to find many spectators/participants who 
attend a performance or happening with the thought that they are hav-
ing a metaphysical dispute with the Cartesian tradition, and that through 
their actions they are presenting first-person counterarguments against 
this specific dualist ontology. At best, these issues are the domain of a very 
small circle of authors and viewers, and it is generally debatable whether 
the latter have the necessary professional knowledge to be able to go be-
yond the parameters of the specific work and address a range of objec-
tions and criticisms of the kind I present in the current paper.

In conclusion, it can be said that the reconstruction of the ideological 
genesis of the talk about interactive art, taking place in the contemporary 
Bulgarian intellectual and cultural context, is a different task compared to 
the attempts to define it as an appreciative kind (again in the terminology of 
Dominic Lopes, see Lopes, 2010, pp. 17–18). The encounter of peculiar dif-
ficulties in the course of this endeavor, of course, in no way means that the 
interest of contemporary Bulgarian artists in the body cannot and should 
not become an object of research interest. However, the latter should main-
tain awareness of its own historical and sociological character. Following 
the distinction made by the British philosopher Derek Matravers between 
“contextual” and “acontextual” questions that can be asked regarding art un-
derstood as a social practice (Matravers, 2014, pp. 4–5), the research in this 
case should focus on the particularities and dynamics of the specific con-
text, without pretense of arriving at statements about art in general.

Thus, in the end, we come to the fundamental question, whether and 
to what extent the introduction of new artistic and/or aesthetic terms only 
reflects, or also influences the processes actually taking place in the world 
of art. There is an obvious difference between the identification of certain 
artistic phenomena, which, as we have seen, is often served by insuffi-
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ciently precise formulations, and the systematic theorizing on the latter. I 
hope that with my paper I have been able to shed more light on the way in 
which, at least in my view, the history of ideas and philosophical analysis 
should complement each other when the here and now of the art world is 
under scrutiny.
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